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Abstract

A search for the Standard Model Higgs boson in the tt̄H production mode is presented.

The search uses 19.3 fb−1 of data collected at
√
s = 8 TeV by the Compact Muon Solenoid

detector at the Large Hadron Collider. The focus of the analysis is the semi-leptonic decay

of the tt̄ pair, accompanied by the decay of the Higgs boson to b-quarks. The search sets a

95% confidence upper limit of µ < 5.1, where µ is the ratio of the tt̄H cross-section to the

tt̄H cross-section predicted by the Standard Model.

ii



To my parents.

iii



Vita

August 1982 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . Born – New London, CT

June 2001 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .Diploma, Stonington High School, Ston-
ington, Connecticut

December 2006 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . B.S., University of Connecticut, Storrs,
Connecticut

September 2008 – May 2011 . . . . . . . . . . . . . . . . . . . Graduate Teaching Associate, The Ohio
State University, Columbus, Ohio

June 2011 – May 2014 . . . . . . . . . . . . . . . . . . . . . . . . . Graduate Research Associate, The Ohio
State University, Columbus, Ohio

September 2011 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .M.S. Physics, The Ohio State University,
Columbus, Ohio

Publications

CMS Collaboration, Measurements of the tt̄ charge asymmetry using the dilepton decay
channel in pp collisions at

√
s=7 TeV, 2014. arXiv:1402.3803.

CMS Collaboration, Search for W’ to tb decays in the lepton + jets final state in pp collisions
at
√
s = 8 TeV, 2014. arXiv:1402.2176.

CMS Collaboration, Measurement of the production cross sections for a Z boson and one or
more b jets in pp collisions at

√
s = 7 TeV, 2014. arXiv:1402.1521.

CMS Collaboration, Measurement of inclusive W and Z boson production cross sections in
pp collisions at

√
s =8 TeV, 2014. arXiv:1402.0923.

CMS Collaboration, Evidence for the direct decay of the 125 GeV Higgs boson to fermions,
2014. arXiv:1401.6527.

CMS Collaboration, Evidence for the 125 GeV Higgs boson decaying to a pair of τ leptons,
2014. arXiv:1401.5041.

iv



CMS Collaboration, Studies of dijet pseudorapidity distributions and transverse momentum
balance in pPb collisions at

√
sNN=5.02 TeV, 2014. arXiv:1401.4433.

CMS Collaboration, Observation of the associated production of a single top quark and a W
boson in pp collisions at

√
s = 8 TeV, 2014. arXiv:1401.2942.

CMS Collaboration, Measurement of the tt̄ production cross section in the dilepton channel
in pp collisions at

√
s=8 TeV, 2014. arXiv:1312.7582.

CMS Collaboration, Measurement of the production cross section for a W boson and two b
jets in pp collisions at

√
s = 7 TeV, 2013. arXiv:1312.6608.

CMS Collaboration, Measurement of four-jet production in proton-proton collisions at
√
s=7

TeV, 2013. arXiv:1312.6440.

CMS Collaboration, Measurement of the muon charge asymmetry in inclusive pp → W
+ X production at

√
s=7 TeV and an improved determination of light parton, 2013.

arXiv:1312.6283.

CMS Collaboration, Event activity dependence of Y(nS) production in
√
sNN=5.02 TeV

pPb and
√
s=2.76 TeV pp collisions, 2013. arXiv:1312.6300.

CMS Collaboration, Study of double parton scattering using W + 2-jet events in proton-
proton collisions at

√
s = 7 TeV, 2013. arXiv:1312.5729.

CMS Collaboration, Measurement of the properties of a Higgs boson in the four-lepton final
state, 2013. arXiv:1312.5353.

CMS Collaboration, Evidence of b-jet quenching in PbPb collisions at
√
sNN = 2.76 TeV,

2013. arXiv:1312.4198.

CMS Collaboration, Search for flavor-changing neutral currents in top-quark decays t→ Zq
in pp collisions at

√
s=8 TeV, 2013. arXiv:1312.4194.

CMS Collaboration, Search for stop and higgsino production using diphoton Higgs boson
decays, 2013. arXiv:1312.3310.

CMS Collaboration, Search for top-quark partners with charge 5/3 in the same-sign dilepton
final state, 2013. arXiv:1312.2391.

CMS Collaboration, Studies of azimuthal dihadron correlations in ultra-central PbPb
collisions at

√
sNN = 2.76 TeV, 2013. arXiv:1312.1845.

CMS Collaboration, Measurement of Higgs boson production and properties in the WW
decay channel with leptonic final states, 2014. arXiv:1312.1129.

v



CMS Collaboration, Inclusive search for a vector-like T quark with charge 2/3 in pp collisions
at
√
s=8 TeV, 2014. arXiv:1311.7667.

CMS Collaboration, Search for new physics in events with same-sign dileptons and jets in
pp collisions at

√
s=8 TeV, 2014. arXiv:1311.6736.

CMS Collaboration, Measurement of the triple-differential cross section for photon+jets
production in proton-proton collisions at

√
s=7 TeV, 2013. arXiv:1311.6141.

CMS Collaboration, Probing color coherence effects in pp collisions at
√
s = 7 TeV, 2013.

arXiv:1311.5815.

CMS Collaboration, Search for pair production of excited top quarks in the lepton+jets
final state, 2013. arXiv:1311.5357.

CMS Collaboration, Search for supersymmetry in pp collisions at
√
s = 8 TeV in events

with a single lepton, large jet multiplicity, and multiple b jets, 2013. arXiv:1311.4937.

CMS Collaboration, Measurements of tt̄ spin correlations and top-quark polarization using
dilepton final states in pp collisions at

√
s = 7 TeV, 2013. arXiv:1311.3924.

CMS Collaboration, Searches for light- and heavy-flavour three-jet resonances in pp collisions
at
√
s = 8 TeV, 2014. arXiv:1311.1799.

CMS Collaboration, Measurement of higher-order harmonic azimuthal anisotropy in PbPb
collisions at a nucleon-nucleon center-of-mass energy of 2.76 TeV Measurement of higher-
order harmonic azimuthal anisotropy in PbPb collisions at

√
sNN = 2.76 TeV, 2013.

arXiv:1310.8651.

CMS Collaboration, Measurement of the differential and double-differential Drell-Yan cross
sections in proton-proton collisions at

√
s = 7 TeV, 2013. arXiv:1310.7291.

CMS Collaboration, Jet and underlying event properties as a function of charged-particle
multiplicity in proton-proton collisions at

√
s = 7 TeV, 2013. arXiv:1310.4554.

CMS Collaboration, Search for the standard model Higgs boson produced in association
with a W or a Z boson and decaying to bottom quarks, 2014. arXiv:1310.3687.

CMS Collaboration, Rapidity distributions in exclusive Z + jet and photon + jet events in
pp collisions at

√
s=7 TeV Rapidity distributions in exclusive Z + jet and γ + jet events in

pp collisions at
√
s=7 TeV, 2013. arXiv:1310.3082.

CMS Collaboration, Search for baryon number violation in top quark decays, 2013. ar-
Xiv:1310.1618.

vi



CMS Collaboration, Measurement of associated W + charm production in pp collisions at√
s = 7 TeV, 2013. arXiv:1310.1138.

CMS Collaboration, Measurement of the cross section and angular correlations for associated
production of a Z boson with b hadrons in pp collisions at

√
s = 7 TeV, 2013. arXiv:1310.1349.

CMS Collaboration, Modification of jet shapes in PbPb collisions at
√
sNN = 2.76 TeV,

2014. arXiv:1310.0878.

CMS Collaboration, Observation of a peaking structure in the J/ψφ mass spectrum from
B± → J/ψφK± decays, 2013. arXiv:1309.6920.

CMS Collaboration, Searches for new physics using the tt̄ invariant mass distribution in pp
collisions at

√
s=8 TeV, 2013. arXiv:1309.2030.

CMS Collaboration, Measurement of the production cross section for Zγ → νν̄γ in pp
collisions at

√
s = 7 TeV and limits on ZZγ and Zγγ triple gauge boson couplings, 2013.

arXiv:1309.1117.

CMS Collaboration, Search for a new bottomonium state decaying to Υ(1S)π+π− in pp
collisions at

√
s = 8 TeV, 2013. arXiv:1309.0250.

CMS Collaboration, Measurement of the Wγ and Zγ inclusive cross sections in pp collisions
at
√
s = 7 TeV and limits on anomalous triple gauge boson couplings, 2013. arXiv:1308.6832.

CMS Collaboration, Measurement of the W-boson helicity in top-quark decays from tt̄
production in lepton+jets events in pp collisions at

√
s=7 TeV, 2013. arXiv:1308.3879.

CMS Collaboration, Angular analysis and branching fraction measurement of the decay
B0 → K∗0µ+µ−, 2013. arXiv:1308.3409.

CMS Collaboration, Search for top-squark pair production in the single-lepton final state in
pp collisions at

√
s = 8 TeV, 2013. arXiv:1308.1586.

CMS Collaboration, Measurement of the prompt J/ψ and ψ(2S) polarizations in pp collisions
at
√
s = 7 TeV, 2013. arXiv:1307.6070.

CMS Collaboration, Search for a Higgs boson decaying into a Z and a photon in pp collisions
at
√
s = 7 and 8 TeV, 2013. arXiv:1307.5515.

CMS Collaboration, Measurement of the B0
s → µ+µ− branching fraction and search for

B0 → µ+µ− with the CMS Experiment, 2013. arXiv:1307.5025.

CMS Collaboration, Measurement of the top-quark mass in all-jets tt̄ events in pp collisions
at
√
s=7 TeV, 2013. arXiv:1307.4617.

vii



CMS Collaboration, Study of the production of charged pions, kaons, and protons in pPb
collisions at

√
sNN = 5.02 TeV, 2013. arXiv:1307.3442.

CMS Collaboration, Determination of the top-quark pole mass and strong coupling constant
from the tt̄ production cross section in pp collisions at

√
s = 7 TeV, 2013. arXiv:1307.1907.

CMS Collaboration, Search for top squarks in R-parity-violating supersymmetry using three
or more leptons and b-tagged jets, 2013. arXiv:1306.6643.

CMS Collaboration, Energy calibration and resolution of the CMS electromagnetic calorime-
ter in pp collisions at

√
s = 7 TeV, 2013. arXiv:1306.2016.

CMS Collaboration, Measurement of the W+W− cross section in pp collisions at
√
s = 7

TeV and limits on anomalous WWγ and WWZ couplings, 2013. arXiv:1306.1126.

CMS Collaboration, Measurement of the hadronic activity in events with a Z and two jets
and extraction of the cross section for the electroweak production of a Z with two jets in pp
collisions at

√
s = 7 TeV, 2013. arXiv:1305.7389.

CMS Collaboration, Measurement of neutral strange particle production in the underlying
event in proton-proton collisions at

√
s = 7 TeV, 2013. arXiv:1305.6016.

CMS Collaboration, Study of exclusive two-photon production of W+W− in pp collisions at√
s =7 TeV and constraints on anomalous quartic gauge couplings, 2013. arXiv:1305.5596.

CMS Collaboration, Search for gluino mediated bottom- and top-squark production in
multijet final states in pp collisions at 8 TeV, 2013. arXiv:1305.2390.

CMS Collaboration, Multiplicity and transverse momentum dependence of two- and four-
particle correlations in pPb and PbPb collisions, 2013. arXiv:1305.0609.

CMS Collaboration, Searches for long-lived charged particles in pp collisions at
√
s=7 and 8

TeV, 2013. arXiv:1305.0491.

CMS Collaboration, Measurement of the ratio of the inclusive 3-jet cross section to the
inclusive 2-jet cross section in pp collisions at

√
s = 7 TeV and first determination of the

strong coupling constant in the TeV range, 2013. arXiv:1304.7498.

CMS Collaboration, Measurement of the Λ0
b lifetime in pp collisions at

√
s = 7 TeV, 2013.

arXiv:1304.7495.

CMS Collaboration, Measurement of masses in the tt̄ system by kinematic endpoints in pp
collisions at

√
s=7 TeV, 2013. arXiv:1304.5783.

CMS Collaboration, Search for a standard-model-like Higgs boson with a mass in the range
145 to 1000 GeV at the LHC, 2013. arXiv:1304.0213.

viii



CMS Collaboration, Search for microscopic black holes in pp collisions at
√
s = 8 TeV, 2013.

arXiv:1303.5338.

CMS Collaboration, Observation of a new boson with mass near 125 GeV in pp collisions at√
s = 7 and 8 TeV, 2013. arXiv:1303.4571.

CMS Collaboration, Search for supersymmetry in hadronic final states with missing transverse
energy using the variables αT and b-quark multiplicity in pp collisions at

√
s = 8 TeV, 2013.

arXiv:1303.2985.

CMS Collaboration, Search for the standard model Higgs boson produced in association
with a top-quark pair in pp collisions at the LHC, 2013. arXiv:1303.0763.

CMS Collaboration, Search for narrow resonances using the dijet mass spectrum in pp
collisions at

√
s = 8 TeV, 2013. arXiv:1302.4794.

CMS Collaboration, Study of the underlying event at forward rapidity in pp collisions at
√
s

= 0.9, 2.76, and 7 TeV, 2013. arXiv:1302.2394.

CMS Collaboration, Measurement of W+W− and ZZ production cross sections in pp
collisions at

√
s=8 TeV, 2013. arXiv:1301.4698.

CMS Collaboration, Study of the Mass and Spin-Parity of the Higgs Boson Candidate via
Its Decays to Z Boson Pairs, 2013. arXiv:1212.6639.

CMS Collaboration, Search for narrow resonances and quantum black holes in inclusive and
b-tagged dijet mass spectra from pp collisions at

√
s = 7 TeV, 2013. arXiv:1210.2387.

Fields of Study

Major Field: Physics

Studies in Experimental High Energy Physics: Professor Richard Hughes

ix



Table of Contents

Page
Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
Dedication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
Vita . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xix

Chapters

1 Introduction 1

2 Theory 2
2.1 Overview of the Standard Model . . . . . . . . . . . . . . . . . . . . . . . 2

2.1.1 Particle Spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.1.2 History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Mathematical Description . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2.1 The Electroweak Lagrangian . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 The Higgs Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.3 The Standard Model Higgs Boson . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Higgs Production . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Higgs Decay . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.3 Higgs Boson Status . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3 CMS and the LHC 30
3.1 The LHC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 The CMS Detector . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2.1 Tracker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Calorimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.3 Muon System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.4 Trigger and Data Acquisition . . . . . . . . . . . . . . . . . . . . . 40

4 Event Selection and Object Identification 42
4.1 Data Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

4.1.1 Triggers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.1.2 Event Cleaning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.2 Event Reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

x



4.3 Objects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3.1 Leptons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3.2 Jets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3.3 Missing Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.4 B-Tagging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.4 Categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5 Data Modeling 56
5.1 Generation of Simulated Data . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2 MC Samples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.2.1 Signal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

5.3 Corrections . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3.1 Lepton Trigger, Isolation and ID Efficiencies . . . . . . . . . . . . 61
5.3.2 PU Reweighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.3.3 JE Correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.3.4 Top-pT Reweighting . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.3.5 CSV reweighting . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

5.4 Data-MC Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6 Signal Extraction 70
6.1 Discriminating Variables . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

6.1.1 Selection of Variables by Category . . . . . . . . . . . . . . . . . . 72
6.2 BDT Configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
6.3 Training Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6.3.1 tt̄H/tt̄ BDTs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.3.2 tt̄H/tt̄+ bb̄ BDTs . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

6.4 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.5 Data-MC Comparison of BDT Outputs . . . . . . . . . . . . . . . . . . . 82

7 Uncertainties 87
7.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
7.2 Systematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

7.2.1 Luminosity and Pileup . . . . . . . . . . . . . . . . . . . . . . . . . 89
7.2.2 Monte Carlo Cross-Section, Q2 and Statistical Uncertainties . . . . 89
7.2.3 Lepton ID . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.2.4 Jet Energy Corrections . . . . . . . . . . . . . . . . . . . . . . . . 91
7.2.5 Top pT Reweighting . . . . . . . . . . . . . . . . . . . . . . . . . . 92
7.2.6 B-tagging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

8 Results 96
8.1 Statistical Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
8.2 Results of This Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
8.3 Combined tt̄H Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

9 Conclusion 103

xi



Appendices

A Data/Monte-Carlo Comparison of Input Variables 109

xii



List of Figures

Figure Page

2.1 The particles of the Standard Model and some of their basic properties
(see text for full description). The Higgs boson shown here is the boson
recently discovered at the LHC, whose properties have so far been consistent
with the Higgs boson predicted by the Standard Model, within experimental
uncertainty. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2.2 The couplings between different particles of the standard model [38]. . . . 3
2.3 Fit to Standard Model observables, compared to measured values. Results

are shown with and without the inclusion of the measurement mH = 125.7±
0.4GeV [36]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.4 The potential of the Abelian Higgs model, shown to illustrate the quartic
shape and the rotationally degenerate minimum. The non-Abelian (Standard
Model) version has the same quartic structure, but its SU(2) symmetry is
harder to visualize [58]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.5 Predicted Standard Model Higgs branching ratios, as a function of mH . Left:
branching ratios across a wide range of mH ; right: detail of branching ratios
roughly within ±5 GeV/c2 of the observed Higgs boson mass. In general,
the branching ratios are influenced by two competing features: the tendency
of the Higgs to couple to more massive particles, and the fact that each
decay channel is only “turned on” as the Higgs becomes heavy enough for its
daughters to be on shell [47]. . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.6 Production cross-sections at specific energies, for a 125 GeV/c2 Standard
Model Higgs boson [42]. Values shown at 1.96 TeV are for pp̄ collisions; all
other values are for pp collisions. . . . . . . . . . . . . . . . . . . . . . . . 21

2.7 Feynman diagrams of the various production mechanisms [42]. . . . . . . 21
2.8 Summary plot showing 95% confidence limits on Higgs boson production at

the Tevatron, as a function of mH . Also shown are regions where the Higgs
had been excluded by various experiments, up to June 2012. . . . . . . . . 28

2.9 Higgs Boson mass measurements using the combined 7 TeV and 8 TeV data-
sets [42]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.10 Signal strengths by Higgs boson decay channel [42]. . . . . . . . . . . . . . 29

xiii



3.1 Illustration showing stages of the LHC accelerator chain, and the position of
Intersection Point 5 on the LHC. The flow of protons are indicated by arrows.
Note that the purpose of the illustration is to give the approximate sizes and
relative locations of the accelerators, and is not strictly to scale. . . . . . . 31

3.2 Peak instantaneous luminosity per day, 2010-2012[10]. . . . . . . . . . . . 32
3.3 Integrated luminosity delivered to CMS by year. More than 90 percent of

this data was recorded: 5.55 fb−1 in 2011 and 21.79 fb−1 in 2012[10]. . . . 32
3.4 A schematic view of the CMS detector. . . . . . . . . . . . . . . . . . . . 33
3.5 A simplified view of a longitudinal quadrant of CMS, showing the major

systems and their coverage in η. . . . . . . . . . . . . . . . . . . . . . . . . 34
3.6 Cutaway view of the CMS tracker, in the r− z plane [56]. The labeled regions

are the pixel detector, the tracker inner barrel (TIB), tracker inner disks
(TID), tracker outer barrel (TOB), and tracker end cap (TEC). See text for
further description. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.7 From left to right: the transverse momentum, transverse impact parameter
and longitudinal impact parameter resolutions of the tracker as a function of
η. The values shown are for muons with pT = 1, 10 and 100 GeV. . . . . . 36

3.8 Primary vertex resolution of the tracker as a function of number of tracks
used in the reconstruction, in x (left) and z (right). . . . . . . . . . . . . . 37

3.9 ECAL energy resolution as a function of energy as measured from a test
beam. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.10 The jet transverse energy resolution as a function of the simulated jet trans-
verse energy for barrel jets (|µ| < 1.4), endcap jets (1.4< |µ| <3.0) and very
forward jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.11 Muon pT resolution in the barrel (left) and endcap (right) regions. Resolution
is shown for muons reconstructed using the tracker only, muon system only,
and combined tracker and muon system measurements. . . . . . . . . . . 40

4.1 The lepton + jets mode of tt̄H. . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 A cartoon of a transverse slice of the barrel region of the detector, illustrating

the role of the different sub-detectors in identifying different particles. In
the particle-flow reconstruction algorithm, particles are identified and re-
constructed using information in a coordinated way from all the detector
components. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.3 Diagram showing isolation cones surrounding the reconstructed muon [17]. 49
4.4 A 3D view in detector η−φ space showing an electron+jets candidate event in

data. The circles represent jets identified by the anti-kt algorithm (R = 0.5).
The red and blue bars are ECAL and HCAL energy deposits, respectively,
and their height is proportional to the amount of energy deposited. Tracks
are not shown, but contribute to the PF objects used in the jet reconstruction.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

xiv



4.5 CSV discriminant output distribution for MC-truth b-jets, c-jets and light-
flavor (other) jets. This plot was produced from the tt̄H signal MC after
baseline analysis selection with ≥ 4 jets and ≥ 2 b-tagged jets, so the
distributions are biased towards high b-tagging efficiency here; however, the
purpose of the plot is simply to show the relative shapes of the different
distributions. For the efficiencies, see the text and figure 4.6. . . . . . . . 54

4.6 Efficiency comparison of b-tagging algorithms at CMS, measured in simulated
multijet events [55]. Left(Right): probability to misidentify udsg(c) jets, as a
function of identification efficiency of real b-jets. . . . . . . . . . . . . . . 54

4.7 Number of jets (left) and number of b-tagged jets (right) in tt̄H and tt̄+ jets
simulated events passing the full event selection. The plots are normalized to
the number of entries for comparison. . . . . . . . . . . . . . . . . . . . . 55

5.1 Examples of basic Feynman diagrams for the various backgrounds. The bottom
four are possible diagrams for the sub-dominant backgrounds. Clockwise
from bottom left, they are: Diboson production, V+jets or Drell-Yan+jets,
single top production, and tt̄Z. The top diagram represents the dominant
background, tt̄+ jets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.2 Left (right): combined muon (electron) ID, isolation selection and trigger
efficiency scale factors in bins of pT and η. . . . . . . . . . . . . . . . . . . 62

5.3 Comparison of number of reconstructed vertices for data (black) and the sum
of all background MC samples before (red) and after (blue) pileup reweighting.
After pileup reweighting, the MC agrees well with the data. . . . . . . . . 63

5.4 Top pT reweighting function fit to the SFs from the CMS top POG. . . . 64
5.5 The pT of the highest-pT jet in a ==4 jet, ==2 tag control region, before

(left) and after (right) the top-pT reweighting procedure, for sum background
MC and tt̄H signal. Note the presence of a systematic data/background MC
disagreement in the left plot, that is eliminated in the right plot. . . . . . 65

5.6 Various stages in the process of determining the HF CSV scale factor, in
the pT region 40 GeV ≤ pT < 60 GeV. Left: Data/MC comparison of initial,
HF-enriched distributions. Center: CSV distributions after LF contamination
subtracted from data and removed from MC. Right: final SFs with polynomial
fit. [25] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.7 Plots showing overall data/MC agreement per category, data/MC in pT and
in the distribution of the CSV output. . . . . . . . . . . . . . . . . . . . . 69

6.1 Examples of discriminating variables for a variety of categories. The plots are
normalized to the number of entries to show the difference in shape between
tt̄H and the different tt̄ + jets components. Several types of variables are
shown, including shape, kinematic and CSV variables. Some variables, such
as the “third-highest CSV output,” are mainly good at separating LF from
HF jets, while others, such as “ΣjetpT /ΣjetE,” more uniformly separate the
tt̄+ jets components from tt̄H. . . . . . . . . . . . . . . . . . . . . . . . . 74

xv



6.2 Illustration of the structure of a basic decision tree, with 7 nodes in 3 layers.
This tree uses a series of cuts on three variables in an attempt to separate the
two classes of events, represented by the red and blue shades. The cuts are
selected to increase the purity of blue or red events, or both. The initial cut
on Variable 1 splits the events into a sample that is more pure for blue events,
and another that is more pure for red events. These samples are further
divided to increase the purity of the red and blue events, respectively. One
can imagine that the cut on Variable 2 was made to optimize the purity of
the red events in Node 4, resulting in less blue purity in Node 5. In that case,
red events that were misclassified as blue in Node 5 might be “boosted,” or
given a greater weight when selecting the cuts for the next tree in the forest.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6.3 Plots showing the range of typical KS-test values in different scenarios. For
each scenario, two histograms were each filled with 1000 Gaussian- distributed,
random entries (this number was chosen to approximate the statistics used
to train the BDTs). A KS test was then performed comparing the two
distributions. This was repeated 1000 times, and a histogram was filled
with the results of the KS tests. The bottom row shows the histograms
filled with the KS-test values, and the top row shows a representative pair
of Gaussian distributions from a given trial. The top and bottom plots are
grouped together so that each column shows a different scenario. Left: the two
Gaussians being compared come from the same parent distribution; center:
one Gaussian is displaced by 0.2σ w.r.t. the other; right: one Gaussian is 30%
wider than the other. This study demonstrates that the KS test is sensitive
to statistically significant differences in both shape and location that may be
too small to be visually obvious. . . . . . . . . . . . . . . . . . . . . . . . 80

6.4 Two possible Feynman diagrams for tt̄+ bb̄ (left) and tt̄H (right), illustrating
the similarity between the two processes. . . . . . . . . . . . . . . . . . . . 82

6.5 Normalized output distributions of the final BDTs for tt̄H and the various
flavors of tt̄+ jets. Top row: ≥5 jets + ≥4 b-tags; center row: ≥6 jets + 3
b-tags; bottom row: ≥6 jets + ≥4 b-tags. Left column: BDT trained without
use of tt̄H/tt̄ + bb̄ variable. Right column: BDT trained using tt̄H/tt̄ + bb̄
variable. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

6.6 Overtraining checks for the final BDTs in each category. The KS test result
is shown as a measure of the agreement between training and testing sam-
ples. The top, middle and, bottom rows are events with 4, 5, and ≥6 jets,
respectively, while the left, middle, and right-hand columns are events with 2,
3, and ≥4 b-tags, respectively. The background (red) and signal (blue) are
shown for the testing (solid line) and training (points) samples. . . . . . . 84

6.7 Overtraining checks for the tt̄+ bb̄/tt̄H BDTs, in the ≥6 jets + 3 b-tags (left),
5 jets + ≥4 b-tags (center), and ≥6 jets + ≥4 b-tags (right) categories. The
background (red) and signal (blue) are shown for the testing (solid line) and
training (points with errors) samples. . . . . . . . . . . . . . . . . . . . . . 84

6.8 Data/MC comparisons for all final BDTs. The top, middle and, bottom rows
are events with 4, 5, and ≥6 jets, respectively, while the left, middle, and
right-hand columns are events with 2, 3, and ≥4 b-tags, respectively. . . . 85

xvi



6.9 Data/MC comparisons for the tt̄H/tt̄+ bb̄ BDTs in the ≥6 jets + 3 b-tags
(left), 5 jets + ≥4 b-tags (center), and ≥6 jets + ≥4 b-tags (right) categories.
See figure 6.8 for legend. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

7.1 Comparison of the BDT output when shifting the Q2 scale up and down by
its uncertainties. Shown are the shift upwards (red) and downwards (blue)
relative to the nominal (black) shape for the tt̄+ bb̄(left) tt̄+ b (center) and
tt̄+LF (right) background samples.. The plots are normalized to unit area. 90

7.2 Comparison of the final BDT output in ≥ 6 jets ≥ 4 tags, for JES shift
upwards (red) and downwards (blue) relative to the nominal (black) shape
for the tt̄H(125) signal (left) and the tt̄+ bb̄ background (right). The plots
are normalized to unit area. . . . . . . . . . . . . . . . . . . . . . . . . . . 91

7.3 Example plots showing the up-and-down variations of selected b-tag shape
systematics (top), and the resulting change in shape of the final BDT in the
≥ 6 jet ≥ 4 category (bottom). In a given column, the variations depicted
in the top plot are reflected in the change in the shape of the distribution
in the bottom plot. The bottom plots all show the change in the tt̄ +LF
distribution, after varying the HF contamination in the determination of
the LF SF (left), and after varying the linear (center) and quadratic (right)
distortions that determine the statistical uncertainty of the LF SF extraction.
The All plots are normalized to unit area. These are the largest proportional
shape variations due to b-tag uncertainties among all the flavors of tt̄+ jets
in this category. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94

7.4 Example plots showing the up-and-down variations of selected b-tag shape
systematics (top), and the resulting change in shape of the final BDT in the
≥ 6 jet ≥ 4 category (bottom). In a given column, the variations depicted in
the top plot are reflected in the change in the shape of the distribution in the
bottom plot. The bottom plots all show the change in the tt̄ +HF distribution,
after varying the LF contamination in the determination of the HF SF (left),
and after varying the linear (center) and quadratic (right) distortions that
determine the statistical uncertainty of the HF SF extraction. The All plots
are normalized to unit area. . . . . . . . . . . . . . . . . . . . . . . . . . . 95

8.1 Background-only fit to the data in the 5 jets + ≥4 b-tags (left), ≥6 jets +
3 b-tags (center), and ≥6 jets + ≥4 b-tags (right) categories. The post-fit
uncertainties are constrained relative to the uncertainties before the fit, as
can be seen by comparing to figure 6.8. . . . . . . . . . . . . . . . . . . . 97

8.2 The observed and expected 95% confidence upper limits on the signal strength
modifier µ, for tt̄H production in the lepton+jets channel, as a function of
mH . The solid black line is the observed limit. The dashed line is the median
expected limit, and the green (yellow) regions are the 68% (95%) error bands
on the expected limit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

8.3 The best-fit to the signal strength modifier µ, with ±1σ error bars. Results
are shown separately for the different tt̄H channels, as well as the result for
a combined fit using all channels. The Standard Model value is shown as a
black vertical line. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

xvii



8.4 The observed and expected 95% confidence upper limits on the signal strength
modifier µ, in a combined search for tt̄H production at CMS. The solid black
line is the observed limit. The dashed line is the median expected limit, and
the green (yellow) regions are the 68% (95%) error bands on the expected
limit. The red dashed line represents the median expected limit calculated
with signal injected at the Standard Model rate. Top: limits separated by
channel, for mH = 125.6 GeV. Bottom: the combined limit as a function of
mH . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102

A.1 Data/MC comparisons for events with one lepton and ≥6 jets + 2 b-tags.
The uncertainty band includes statistical and systematic uncertainties that
affect both the rate and shape of the background distributions. . . . . . . 110

A.2 Data/MC comparisons for events with one lepton and 4 jets + 3 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect
both the rate and shape of the background distributions. . . . . . . . . . . 111

A.3 Data/MC comparisons for events with one lepton and 5 jets + 3 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect
both the rate and shape of the background distributions. . . . . . . . . . . 112

A.4 Data/MC comparisons for events with one lepton and ≥6 jets + 3 b-tags.
The uncertainty band includes statistical and systematic uncertainties that
affect both the rate and shape of the background distributions. . . . . . . 113

A.5 Data/MC comparisons for events with one lepton and ≥6 jets + 3 b-tags.
The uncertainty band includes statistical and systematic uncertainties that
affect both the rate and shape of the background distributions. . . . . . . 114

A.6 Data/MC comparisons for events with one lepton and 4 jets + 4 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect
both the rate and shape of the background distributions. . . . . . . . . . . 115

A.7 Data/MC comparisons for events with one lepton and 5 jets +≥4 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect
both the rate and shape of the background distributions. . . . . . . . . . . 116

A.8 Data/MC comparisons for events with one lepton and 5 jets +≥4 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect
both the rate and shape of the background distributions. . . . . . . . . . . 117

A.9 Data/MC comparisons for events with one lepton and ≥6 jets + ≥4 b-tags.
The uncertainty band includes statistical and systematic uncertainties that
affect both the rate and shape of the background distributions. . . . . . . 118

A.10 Data/MC comparisons for events with one lepton and ≥6 jets + ≥4 b-tags.
The uncertainty band includes statistical and systematic uncertainties that
affect both the rate and shape of the background distributions. . . . . . . 119

xviii



List of Tables

Table Page

2.1 Gauge symmetries of the Standard Model and their conserved quantities.
Here, Xj = λj/2, where λj are the Gell-Mann matrices, and the T i = σi/2,
where σi are the Pauli spin matrices (see text). . . . . . . . . . . . . . . . 13

2.2 Weak isospin and hypercharge assignments by field [2]. . . . . . . . . . . . 16

4.1 Triggers used to collect the data for this analysis. . . . . . . . . . . . . . . 43
4.2 Summary of the data analyzed in this dissertation. . . . . . . . . . . . . . 44
4.3 Cuts for selecting tight and loose muons. . . . . . . . . . . . . . . . . . . . 48
4.4 Tight and loose electron selection cuts. . . . . . . . . . . . . . . . . . . . . 50

5.1 List of signal MC masses with corresponding cross sections, number of gener-
ated MC events and number of MC events passing the 1 tight lepton, ≥4 jets,
≥2 b-tagged jets event selection. . . . . . . . . . . . . . . . . . . . . . . . 58

5.2 From left to right: list of background MC datasets used in the analysis,
software used to generate events, cross sections used for normalization, number
of generated MC events and number of MC events passing the 1 tight lepton,
≥4 jets, ≥2 b-tagged jets event selection (the term “jets” in the leftmost
column denotes generated jets, and not jets as defined in the event selection). 59

5.3 Predicted signal and background event yields in each of the jet-tag categories,
after all event selection criteria and corrections to MC have been applied.
The number of observed data events are also shown. The errors on the
predicted signal and background are the combined statistical and systematic
uncertainties, which will be discussed in chapter 7. . . . . . . . . . . . . . 68

6.1 Event variables used in the boosted decision trees and their descriptions. . 73

xix



6.2 BDT input variable assignments for the final BDTs in each category. The
variables used in each category were selected following the procedure outlined
in the text. However, once selected, it is possible to identify trends in the types
of variables that offer the best separating power in each of the categories. In
general, a mix of different kinematic, shape, and b-tagging variables are used
in each BDT, so that a variety of event information is available during training.
In the categories that contain greater numbers of jets and tagged jets, more of
the CSV variables are used since they offer separating power between events
containing a certain number of correctly tagged jets and events containing
some jets that were not correctly tagged (either mistagged or incorrectly not
tagged). In the categories with lower numbers of jets and tags (such as 4 jets +
3 tags), the best discriminating information is provided by kinematic variables.
In categories with the greatest combinatorics, specialized algorithms (such
as the “best Higgs mass”) and event shape variables are useful in distilling
complex event information. . . . . . . . . . . . . . . . . . . . . . . . . . . 76

6.3 List of variables used as inputs in each of the tt̄H/tt̄+ bb̄ BDTs. In contrast
to the final BDTs trained in the same categories, b-tagging information does
not provide much discriminating power between tt̄H and tt̄+ bb̄ since both
processes nominally contain the same number of real b-jets. Furthermore, tt̄H
and tt̄+ bb̄ are kinematically similar, necessitating the extensive research of
event shape variables. In particular, we found differences in the η distributions
of objects to be useful, especially the difference in η between the reconstructed
tops and the bb-pair assigned to the Higgs by the best Higgs mass algorithm. 77

7.1 Summary of the systematic uncertainties considered in the inputs to the limit
calculation. Except where noted, each row in this table is treated as a single,
independent nuisance parameter. . . . . . . . . . . . . . . . . . . . . . . . 88

7.2 This table summarizes the effect of each of the independent LF and HF b-tag
nuisance parameters on the yields of different samples, in the ≥ 6 jet ≥ 4
category. Variations due to JES are not shown. “Stat. Err. 1” and “Stat. Err.
2” refer to the linear and nonlinear components of the respective statistical
uncertainties. The light SF purity for tt̄+LF events is affected the most; this
uncertainty also has the largest effect on the shape of tt̄+LF events (see figure
7.3). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

8.1 The observed and expected 95% confidence upper limits on µ for tt̄H produc-
tion in the lepton+jets channel, at mH = 125.6 GeV. . . . . . . . . . . . . 99

xx



Chapter 1

Introduction

This dissertation describes a search for the Standard Model Higgs boson in the tt̄H production

mode, in the lepton + jets or LJ channel. In this channel, the Higgs boson decays to a

pair of b quarks, and the top-quark pair follows the decay: tt̄ → bb̄qq̄lν. The search is

performed using 19.3 fb−1 of data from the Compact Muon Solenoid (CMS) detector, at

a center-of-mass energy of
√
s = 8 TeV. This search compliments a previous analysis that

searched for the Higgs boson in the same channel, using 5 fb−1 of data at
√
s = 7 TeV [27].

The work of this dissertation has also been combined with other tt̄H searches at CMS; this

combination is discussed in chapter 8.

The dissertation is structured as follows: first, a review of the Standard Model of particle

physics is given, with a focus on the physics of the Higgs boson. We next give an overview of

the LHC and the CMS detector. The description of the analysis begins with the process of

selecting the dataset to be analyzed, followed by a discussion of the modeling of the data. A

multivariate technique that enhances the sensitivity of the analysis is then described. Finally,

the handling of uncertainties is reviewed, and the results of the analysis are presented.

Throughout the dissertation, the “natural” or “energy” units are used, with c = h̄ = 1.
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Chapter 2

Theory

2.1 Overview of the Standard Model

The Standard Model of particle physics is a relativistic, quantum field theory that describes

the fundamental constituents of matter, and how they interact via the strong, weak and

electromagnetic forces. Through the Higgs field and electroweak symmetry-breaking, it

explains the mechanism by which the fundamental particles obtain mass. The Standard

Model is the result of many decades of theoretical development proceeding in parallel with

experimental observation, and is the most precisely tested and successful model to date that

accounts for the properties of matter and their interactions.

2.1.1 Particle Spectrum

Figure 2.1 summarizes the particles of the Standard Model and some of their properties,

including their masses, charges and spins. Figure 2.2 illustrates the couplings between the

particles. There are 61 fundamental particles and antiparticles in total, each with a unique

set of features, resulting in the extremely rich phenomenology found in nature. Broadly

speaking, they are divided into ”matter” particles called fermions that have an intrinsic spin

of 1/2; force-carrying particles called vector bosons, with a spin of 1; and a mass-imparting,

scalar boson (the Higgs boson) that has zero spin.

In general, all fermions have half-integer intrinsic spin, and all bosons have integer spin.

This label applies not only to the fundamental particles, but extends to composite particles

such as atoms, where the bosonic or fermionic nature of the combination is determined
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Figure 2.1: The particles of the Standard Model and some of their basic properties (see text
for full description). The Higgs boson shown here is the boson recently discovered at the
LHC, whose properties have so far been consistent with the Higgs boson predicted by the
Standard Model, within experimental uncertainty.

Figure 2.2: The couplings between different particles of the standard model [38].
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by the addition of the spins of the individual particles. Fermions are described by Fermi

statistics, which means they respect the Pauli exclusion principal so that only one fermion

may occupy a given quantum state. Bosons are not subject to the same exclusion principle:

any number of bosons may occupy a given quantum state. When many bosons occupy the

same state, macroscopic quantum effects may result – examples include lasers (photons),

super-conductors (Cooper pairs), and super-fluids (bosonic atoms such as He4).

The fundamental fermions consist of quarks and leptons. Quarks possess color charge,

which causes them to engage in the strong interaction, mediated by the gluon. Since they also

interact weakly, and carry charge and mass, they are the only particles to experience all four

forces. Due to a phenomenon called color confinement, quarks cannot exist in isolation, and

instead must combine to form strongly-bound states called hadrons. A hadron containing 3

quarks is called a baryon. The nuclei of atoms are made up of baryons consisting of two

up quarks and one down quark (protons) and baryons that contain two down quarks and

one up quark (neutrons). Mesons (such as pions) are hadrons containing two quarks: a

quark and an anti-quark.1 There are six flavors of quarks that make up 3 generations: the

first generation includes up and down quarks, the second includes charm and strange, and

the third consists of top and bottom quarks. The up-type (anti)quarks all have an electric

charge of (-)+2/3 e, and the bottom-type (anti)quarks have an electric charge of (+)-1/3

e. Additional quantum numbers describe the flavor properties of the quarks. There are

hundreds of ways for quarks and anti-quarks to combine into hadrons, and many of these

have been observed in high-energy experiments [37].

Leptons are also organized into three generations: the electron and electron neutrino,

the muon and muon neutrino, and the tau and tau neutrino. They do not participate in

strong interactions, and are not confined in the same way as quarks. However, both quarks

and leptons engage in the weak interaction, mediated by the W and Z bosons. Fermions

may change flavor via weak processes mediated by the W± bosons; for example, β decay
1This is a simplified description. The 3 (2) quarks that make up baryons (mesons) are actually valence

quarks: these are the quarks that determine the quantum numbers of the hadron. Virtual quarks also occupy
the bound state, and are known as ”sea” quarks, since they make up a sea of quark/anti-quark pairs that are
produced through gluon splitting, and that quickly annihilate within the interior of the hadron.
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occurs when a d quark in a neutron changes to an u quark by emitting a virtual W−,

thereby changing the neutron to a proton. The neutrinos are all electrically neutral, while

the electron, muon and tau all have a charge -e. Thus, the neutrinos only experience weak

interactions. As a result, it is difficult to detect them directly as they typically pass through

matter undisturbed. The electron is the only stable charged lepton, and therefore is the

only lepton to form stable bound states in atoms.

All charged particles interact electromagnetically, via the photon. The photon is the

only stable boson, and is therefore capable of mediating electromagnetic interactions at

great distances. Electromagnetic phenomena are extensive [44], and include the electrostatic

attraction/repulsion between charged particles or substances, magnetostatic phenomena,

as well as dynamically varying fields and electromagnetic radiation. Along with gravity,

these make up the macroscopic phenomena with which we are most familiar. All the allowed

interactions of the photon are shared by the neutral Z0 boson, but the comparatively small

coupling constant of the weak force, combined with the short range/high mass of the Z0,

dramatically reduces the relative likelihood of neutral current weak interactions. At high

energies, however, the electromagnetic and weak forces become comparable enough that

they are united by a single electroweak description. The distinction between the massive

vector bosons that mediate the weak force, and the massless photon that mediates the

electromagnetic force, is due to the existence of the only scalar (spin 0) boson of the Standard

Model: the Higgs boson. This relationship will be discussed in greater detail later in this

chapter.

2.1.2 History

The development of modern physics began with electromagnetism. The term that Maxwell

added to Ampere’s law in 1865 described magnetic fields that arose from time-varying electric

fields, in the same way as time-varying magnetic fields lead to electric fields in Faraday’s law.

The result of this addition was that the two differential equations now gave a description

of electromagnetic waves, propagating at the speed of light [44]. Radio waves were later

observed by Hertz, confirming the prediction. The Michelson-Morley experiment further
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showed that the propagation of these waves was not due to the presence of any media.

In 1897, J. J. Thompson discovered the electron in an experiment with cathode rays. By

deflecting the rays with perpendicular electric and magnetic fields, he was able to determine

that the rays were actually streams of particles, and calculated their charge-to-mass ratio.

After the Rutherford scattering experiment showed that the nuclei of atoms were hard,

compact, heavy and positively charged, Bohr proposed a model for Hydrogen in which

a single electron orbited a nucleus that consisted of a single proton. This allowed some

rudimentary but accurate quantum mechanical calculations for the emission spectrum of

Hydrogen.

In 1900, Planck offered an explanation for the observed spectrum of black-body radiation.

Classical statistical mechanics predicted an “ultraviolet catastrophe” of infinite radiated

power. Planck circumvented this problem by assuming energy came in packets or “quanta”

of energy that were proportional to the frequency of the radiation. The constant of this

proportionality became known as Planck’s constant, and the unit of light quantization was

the photon.

Einstein then proposed that this light quantization was a feature of the electromagnetic

field itself. He offered a quantum-mechanical explanation of the photoelectric effect: when

light strikes a metal surface, the energy of the emitted electrons is proportional to the

frequency of the incident radiation. Einstein’s contributions to physics were extensive; his

theory of General Relativity is still the model used today to explain the force of gravity.

The concept of spacetime is present in both the Standard Model and General Relativity, but

there is no mention of the geometry of spacetime in the Standard Model. General Relativity

explicitly uses gravity to explain spacetime curvature (and vice-versa).

The basic form of quantum mechanics took shape during the 1920s. Compton’s 1923

scattering experiments demonstrated that light behaves like a particle on a subatomic scale.

The particles (photons) had zero mass, and an energy given by Planck’s equation E = hν.

Nonrelativistic quantum mechanics was developed from 1923-1926, and included the work of

Heisenberg, de Broglie, Pauli, Schrodinger and others, and culminated in the description

of the electron given by Schrodinger’s equation. In 1927, Dirac extended this description
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to include relativistic particles. His equation admitted negative energy solutions, which

contradicted the belief that the vacuum was the lowest possible energy state. Dirac solved

the problem with his concept of an infinite ”sea” of electrons that filled these negative

energy states. A fluctuation could promote an electron from this sea to positive energy,

thereby creating a ”hole” particle with the same mass but opposite charge as the electron. A

particle matching Dirac’s description, the positron, was discovered in 1931 in an experiment

by Anderson. Feynman and others later recast Dirac’s negative-energy positron as an

antiparticle with positive energy solutions [37].

In 1930 Pauli proposed the existence of a new, light, neutral particle to explain the

continuous spectrum of β decay. Fermi incorporated this particle, which he called the

neutrino, into his 1934 theory of β decay (Chadwick had already taken the name “neutron”

for the neutral version of the proton he discovered in 1932). In 1934, Yukawa proposed

the strong force as a means to keep protons and neutrons together in an atomic nucleus.

In Yukawa’s model, nucleons were attracted by a massive quantized field, and Yukawa

calculated this mass to be somewhere between the electron and proton, leading to the name

“meson,” which means middle-weight. The meson label was given to cosmic particles detected

in 1937 that were in the same mass range as Yukawa’s meson. However, experiments in

1946 showed that these particles interacted only weakly with atomic nuclei, indicating they

could not be strong force mediators. In 1947, a distinction was made between cosmic rays

consisting of π and lighter µ particles.

Neutrinos were first observed at the Savannah River nuclear reactor in South Carolina

in 1950, via inverse β decay using the large neutrino flux from the reactor. Subsequent

experiments established that the same reaction with antineutrinos did not occur, so that

neutrinos and antineutrinos were distinct particles – this led to the idea of conservation of

lepton number, where L = 1 for leptons, and L = −1 for anti-leptons.

Throughout the 1950s and 1960s, scores of mesons and heavy baryons were discovered.

The quantity ”strangeness” was introduced in 1961 by Murray Gell-Mann to help describe

the increasingly diverse spectrum of hadrons. His method of categorization, the Eightfold

Way, was successful in predicting the existence of the Ω− baryon, observed in 1964. This
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success led to the proposal of the quark model by Gell-Mann and others, which offered an

explanation for the patterns of the Eightfold Way. The discovery of the long-lived J/Ψ

meson in 1974, and the so-called November Revolution that followed, implied the existence

of a fourth quark which was given the name “charm.” Charmed baryons were observed soon

after. A third generation was added to the leptons with the discovery of the tau in 1975,

and to the quarks with the observation of the Υ(bb̄) in 1977. Evidence of the gluon was seen

in three-jet events in electron-positron collisions at DESY In 1978 and 1979. The up-type

quark of the third generation, the t, was not observed until 1995 at Fermilab’s Tevatron

collider. This quark was too short-lived to produce any bound states, and could only be

detected by analyzing its decay products [37].

The 1960s and 1970s also saw the development of the electroweak theory by Glashow,

Weinberg, and Salam. Evidence of weak neutral currents in neutrino scattering was seen at

the Gargamelle experiment at CERN in 1973. However, unlike the particle zoo of hadrons

and leptons, no massive vector bosons had been observed at all up to this point. Finally,

in 1983, the near-simultaneous observation of the W and Z bosons occurred at UA1 and

UA2, CERN [37]. The discovery gave validity to the electroweak theory, and hence to the

emerging picture of the Standard Model. A scalar boson consistent with the Higgs boson,

the last particle predicted by the electroweak theory, was observed at CERN in July 2012

by the CMS[13] and ATLAS[4] collaborations. Limits have been placed on existence of

additional generations of fermions by measuring the lifetime of the Z – specifically, the

number of light neutrinos has been measured to be 2.99 ± 0.06 [37]. The complexity of

the Standard Model leads to a large number of empirical parameters, yet there is striking

agreement between combined observations and a global fit to the standard model prediction

(see figure 2.3). However, for all its successes, the Standard Model is still not the complete

picture. Neutrinos are not assumed to be massive in the Standard Model, but evidence of

neutrino oscillations in 1998 at the Super-Kamiokande neutrino detector shows that at least

one of the neutrinos must be massive [37]. While the electroweak theory does predict the

masses of the W and Z (and requires the photon to be massless), the masses of the rest of

the particles are not predetermined by theory, and must be added in a semi-ad-hoc manner

8



through Yukawa couplings to the Higgs field. Dark matter does not behave like any known

Standard Model particle, and Dark Energy is completely unexplained by any known physical

process.

A number of theoretical extensions to the Standard Model exist, most notably Super-

symmetry (SUSY), which predicts the existence of a super-symmetric partner for every

particle in the Standard Model. Each super-symmetric particle differs from its Standard

Model partner by a half-integer in spin. Some versions of SUSY are useful in explaining how

the strong and electroweak theories might be unified at high energy into a “Grand Unified

Theory” of particle physics, and may also lend insight into the hierarchy problem, which is

the difference in strength between gravity and the Standard Model forces at even higher

energies. Evidence for TeV-scale SUSY was expected shortly after the LHC began taking

data; however, current searches have yielded no such evidence [48].

2.2 Mathematical Description

The mathematical description of the Standard Model is deeply linked to the concept of

symmetries, and how these relate to conserved quantities. These symmetries consist of both

discrete and continuous varieties.

Discretely, charge (C), parity (P) and time reversal (T) transformations are considered.

The standard model preserves a combined CPT symmetry. This combination is a stronger

requirement than the individual C, P, or T, symmetries, all of which are violated in one way

or another by particles of the Standard Model. For example, the weak interactions violate C-

symmetry: charged particles do not interact identically to their respective oppositely-charged

antiparticles. The weak force also violates CP-symmetry (particularly in the decays of kaons

and B-mesons), and due to CPT invariance, this implies that T-symmetry is also violated [37].

The Standard Model also obeys a set of continuous symmetries. These symmetries can be

mathematically described by the SU(3)×SU(2)×U(1) Lie group. Through the use of gauge

fields, a function (called a Lagrangian) is constructed that encodes all the physics of the

Standard Model, and is invariant under a continuous group of local transformations that
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Figure 2.3: Fit to Standard Model observables, compared to measured values. Results are
shown with and without the inclusion of the measurement mH = 125.7± 0.4GeV [36].

collectively reflect the SU(3)×SU(2)×U(1) symmetry. The symmetries of the portions of the

Lagrangian that make up Quantum Chromodynamics (QCD) are described by the SU(3)

group, while the weak and electromagnetic forces are combined into a single electroweak

theory that respects a SU(2)×U(1) symmetry. The electroweak symmetry is broken in

a nontrivial way (that will be discussed in the next section), producing the distinction

between electromagnetic and weak forces. The symmetries of the different groups can be

demonstrated by performing appropriate gauge transformations, and demanding that the

Lagrangian of the theory be invariant under these transformations.

Noether’s theorem states that for each continuous symmetry of a physical system, some
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physical property is conserved. For example, Maxwell’s equations:

∇ ·E = ρ/ε0 ∇ ·B = 0

∇×E = −∂B/∂t ∇×B = µ0J + ∂E/c2∂t
(2.1)

are invariant when the potentials undergo the gauge transformation

A→ A+ ∇f

V → V − ∂f/∂t
, (2.2)

where E = −∇V − ∂A/∂t, B = ∇ × A, and f is some scalar function. Accordingly,

Maxwell’s equations imply a conservation law; one can see that taking the divergence of the

first and last equations of (2.1) results in

∇ · J = −∂ρ/∂t, (2.3)

which is simply the local conservation of electric charge.

This concept can be extended to the gauge field theory of the Standard Model, which

consists of fermionic matter fields, and gauge fields which interact with the matter fields.

Each of the gauge fields corresponds to the generator of a given symmetry group, and for

each of the local gauge symmetries, a physical quantity is conserved. Table 2.1 lists these

conserved quantities, along with their associated generators and symmetries.

The requirement of local gauge invariance has powerful implications for the quantum

theory of the standard model. For example, the free Dirac Lagrangian for relativistic

quantum mechanics is written as:

L = ψ̄(iγµ∂µ −m)ψ. (2.4)

Here, ψ is the fermionic field, γ are the Dirac matrices, and m is the mass of the field.

Eq. (2.4) has the U(1) symmetry of rotational invariance under the global transformation

ψ → eiθψ. However, the stronger requirement of a local U(1) gauge invariance, with

symmetry under ψ → eiθ(x)ψ, is not respected by this Lagrangian. Instead, making this
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local transformation results in a change ∆L:

∆L = −ψ̄(γµ∂µθ(x))ψ. (2.5)

In order to make the Lagrangian invariant under local gauge transformations, we must

somehow produce an additional term to cancel the extra term in eq. (2.5). This happens

when we add a term to the Lagrangian (2.4), involving a new field Aµ:

L = ψ̄(iγµ∂µ −m)ψ + eψ̄γµAµψ, (2.6)

where Aµ transforms as:

Aµ → Aµ +
1
e

(∂µθ(x)). (2.7)

This is equivalent to replacing the derivative ∂µ with a covariant derivative:

∂µ → Dµ ≡ ∂µ − ieAµ. (2.8)

The new field Aµ also requires its own kinetic term. The resulting (now locally gauge

invariant) Lagrangian can be written as:

L = ψ̄(iγµDµ −m)ψ − 1
4
FµνF

µν , (2.9)

where Fµν = ∂µAν − ∂νAµ.

We see that eq. (2.9) does not contain a mass term for A – indeed, the addition of a

mass term would spoil the local gauge invariance. The gauge boson describing this field

must be massless. This massless boson is in fact the photon: remarkably, the requirement of

local U(1) invariance of the Dirac Lagrangian generates all of electrodynamics, and specifies

how Dirac fields (electrons and positrons) couple to electromagnetic fields. In other words,

eq. (2.9) is the Lagrangian for quantum electrodynamics. The conserved current is

Jµ = e(ψ̄γµψ), (2.10)

and the coupling constant associated with the local U(1) symmetry is the electric charge,

e [33].
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Continuous Symmetry Generator(s) Gauge Field(s) Conserved Quantity
U(1)EM Q Aµ electric charge
U(1)Y Y Bµ weak hypercharge
SU(2)L T i; i = 1, 2, 3 W i

µ weak isospin (T 3)
SU(3)C Xj ; j = 1, 2, ...8 Gjµ color charge

Table 2.1: Gauge symmetries of the Standard Model and their conserved quantities. Here,
Xj = λj/2, where λj are the Gell-Mann matrices, and the T i = σi/2, where σi are the Pauli
spin matrices (see text).

The addition of a covariant derivative containing a gauge field is a common device among

the Standard Model gauge field theories for turning a globally invariant Lagrangian into

a locally invariant one. Next, we will demonstrate how the requirement of local gauge

invariance is applied to electroweak unification.

2.2.1 The Electroweak Lagrangian

The idea of electroweak unification is to unite the electrodynamic and weak interactions

through the weak hypercharge:

Y = 2(Q− T 3), (2.11)

as a new conserved quantity, where Q is the electric charge, and T 3 is the third component

of the weak isospin vector. The components of T are related to the Pauli spin matrices by

T i = σi/2. For further discussion, it is convenient to represent the fermion fields via:

ψL =

 νeL

eL

 ,

 uL

dL

 , ... (2.12)

ψR = eR, uR, dR, ... (2.13)

where ψL and ψR are the left-handed and right-handed helicity states, respectively, and the

ellipses denote the other generations. This notation is due to the fact that the weak force

is parity-violating, and the helicity states of the matter fields differ between left-handed

and right-handed fermions. The left-handed states are composed of isospin doublets – one
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doublet per generation – whereas the right-handed singlet states exist only for the quarks

and charged leptons; there is no right-handed component for the neutrinos.

Table 2.2 shows the Y and T 3 values for the different components of the fermion fields.

Both left- and right-handed fields conserve hypercharge. However, only the left-handed

fields conserve isospin. Thus, the gauge group for electroweak symmetry is often written as

SU(2)L × U(1)Y , where the subscripts highlight the helicity distinction. The electroweak

gauge transformation is [33]:

ψL → eiT
jΛj(x)+iYLθ(x)/2ψL (2.14)

ψR → eiYLθ(x)/2ψR (2.15)

To produce the quantum electroweak gauge theory we would now like to follow an analogous

procedure to that in the previous section, where we introduced local gauge invariance to

the Dirac equation via the covariant derivative. However, there are two problems with this

approach. First, we cannot include mass terms for the fermions in a similar fashion to

equation (2.4), because this would lead to terms of the form [2]:

−m(ψ̄LψR + ψ̄RψL) (2.16)

Where the left- and right-handed fields are coupled. This is not invariant under the

transform (2.14); mass terms such as (2.16) will explicitly break SU(2)L [2]. The only

solution is to leave out the mass terms for now, and continue just with the kinetic fermion

terms of form iψ̄γµ∂µψ. Following the approach as before, we introduce the gauge fields B

and W i via the covariant derivative

Dµ = ∂µ − igY Y Bµ − igLW i
µT

i, (2.17)

where gY and gL are couplings to the U(1)Y and SU(2)L groups, respectively. This results

in the locally gauge-invariant Lagrangian

LeEW = φ̄eLiγ
µDµφeL + φ̄eRiγ

µDµφeR + ... (2.18)
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where only the electron right-handed singlet and the (e, νe) left-handed doublet are shown

as an example, and the ellipses denote similar terms for the other fermions.

We have now successfully obtained an equation describing the interaction of the fermion

fields with the electroweak gauge fields W i and B, but at the cost of making the fermions

massless. This brings us to the second problem, when we turn our attention to the gauge

fields themselves. First, we can separate out the charged and neutral components of the W i

and B fields by rewriting them in terms of the linear combinations:

W±µ = (W 1
µ ∓ iW 2

µ)/
√

2 (2.19)

Zµ = −sinθWBµ + cosθWW
3
µ (2.20)

Aµ = cosθWBµ + sinθWW
3
µ (2.21)

The W±, Z, and A fields now correspond to the charged-current weak mediators W±, the

neutral-current weak Z and the electromagnetic field A. Here, θW is the weak mixing angle

which determines how the neutral components B and W 3 are orthogonally combined into Z

and A. Now, we would like to add kinetic, interaction and mass terms for the new gauge

fields, but we see a similar feature as when we constructed the QCD Lagrangian: namely, we

can add kinetic and interaction terms for the fields, but cannot add mass terms as this will

spoil the gauge invariance. Since the photon is massless, this did not matter for the QCD

Lagrangian, but here three of the four gauge bosons must somehow acquire mass. Thus, we

can proceed no further than the following without a solution for producing the mass terms:

LEW = Lfermions −
1
4
W i
µνW

µνi − 1
4
BµνB

µν , (2.22)

where the field strength tensors W i
µν and Bµν are:

W i
µν = ∂µW

i
ν − ∂νW i

µ + gLε
ijkW j

µW k
ν

Bµν = ∂µBν − ∂νBµ
. (2.23)
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Fields T 3 Y Q

νeL, νµL, ντL 1/2 -1 0
eL, µL, τL -1/2 -1 -1
eR, µR, τR 0 -2 -1
uL, cL, tL 1/2 1/3 2/3
dL, sL, bL -1/2 1/3 -1/3
uR, cR, tR 0 4/3 2/3
dR, sR, bR 0 -2/3 -1/3
φ+ 1/2 1 1
φ0 -1/2 1 0

Table 2.2: Weak isospin and hypercharge assignments by field [2].

Using the relations (2.19)-(2.21), along with:

W±µν = ∂µW
±
ν − ∂νW±µ

Zµν = ∂µZν − ∂νZµ
, (2.24)

(2.22) can be expressed in terms of the (for now, massless) vector bosons:

LEW = Lfermions −
1
2
W+
µνW

µν− − 1
4
ZµνZ

µν − 1
4
FµνF

µν + LWZA, (2.25)

where LWZA describes the interaction between the vector bosons.

2.2.2 The Higgs Mechanism

As shown above, the requirement of (non-Abelian) local gauge invariance seems to require

the existence of a number of massless gauge vector bosons equal to the number of generators

of the gauge group [35]. Therefore if we are to connect these gauge fields with physical states

(as in eqs. (2.19)-(2.21)), we must find a way to produce the correct masses by spontaneously

breaking the symmetry, in a way that does not spoil the gauge invariance of the theory.

Just such a solution was proposed in the early 1960s by Peter Higgs [40], and independently

by Brout and Englert [31] and Guralnik, Hagen, and Kibble [39]. The approach begins by

adding the following term to the electroweak Lagrangian (2.22):

LHiggs = DµΦ†DµΦ− V (Φ) (2.26)
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where D is the same covariant derivative as given above in (2.17), and Φ is the complex

SU(2)L scalar doublet:

Φ =

 φ+

φ0

 , (2.27)

where φ+ and φ0 are the charged and neutral components of the field, respectively. Since φ+

and φ0 are complex, we may write them in terms of their components, with φ+ = φ1 + iφ2

and φ0 = φ3 + iφ4. The potential V is of the form

V (Φ) = −ξ2Φ†Φ + λ(Φ†Φ)2. (2.28)

The addition of LHiggs does not affect the overall SU(2)L × U(1)Y symmetry of the

electroweak Lagrangian.

The crucial point comes when we examine the quadratic term in (2.28). If the quadratic

term were positive, the minimum of the potential would correspond to a vacuum expectation

value (VEV) of 〈0|Φ|0〉 = 0. However, since we are subtracting the quadratic term, the

potential has a global minimum at:

|Φ| =
√
ξ2/2λ =

v√
2
. (2.29)

The shape of this potential is illustrated in figure 2.4. Here, Φ has a non-zero VEV of

v = ξ/
√
λ, and |Φ| = 0 is an unstable local maximum. Note that the vacuum is continuously

degenerate in the parameter space of Φ, so that any (real) values may be assigned to the

components φ1, φ2, φ3 and φ4, as long as (2.29) is satisfied. Due to the SU(2) gauge

invariance, we are free to arbitrarily choose any of these degenerate vacuum states as

the physical vacuum without affecting the theory. However, once the choice is made, the

symmetry of the potential is lost. We make the choice:

〈φ1〉 = 0, 〈φ2〉 = 0, 〈φ4〉 = 0; 〈φ3〉 = v (2.30)

so that

Φ(x) =
1√
2

 0

ν + h(x)

 , (2.31)
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Figure 2.4: The potential of the Abelian Higgs model, shown to illustrate the quartic shape
and the rotationally degenerate minimum. The non-Abelian (Standard Model) version has
the same quartic structure, but its SU(2) symmetry is harder to visualize [58].

where h(x) is a (real-valued) perturbation about the ground state. We now plug the above

back into (2.26), and evaluate the first term:

DµΦ†DµΦ = 1
2∂µh∂

µh+ 1
4g

2
Lv

2W−µ W
+µ + 1

8(g2
L + g2

Y )v2ZµZ
µ

+
(

2h
v + h2

v2

) (
1
4g

2
Lv

2W−µ W
+µ + 1

8(g2
L + g2

Y )v2ZµZ
µ
) . (2.32)

We can finally identify:

m2
Z = 1

4(g2
L + g2

Y )v2

m2
W = 1

4g
2
Lv

2
. (2.33)

Thus, the desired masses have been imparted to the W and Z bosons through the mechanism

of spontaneous symmetry breaking. The degrees of freedom that were lost through the

specification of the vacuum state of Φ are said to have been absorbed or “eaten” by the

W and Z boson fields, which gain a longitudinal polarization (mass) [37]. Furthermore, it

is important to note that the photon field A remains massless as a result of this choice of

gauge.
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The potential is evaluated as:

V (after S.S.B.) = ξ2h2 + (h.o. terms) (2.34)

where the higher-order terms involve the self-coupling of the higgs field. Here,

m2
H =

√
2ξ2 =

√
2λ v2. (2.35)

Evidently, the scalar field has its own mass term. This mass belongs to a new neutral spin-0

particle that was generated by the broken symmetry, the Standard Model Higgs boson. The

expectation value of the Higgs field, v, is given in terms of the Fermi coupling constant

v = (
√

2GF ) ≈ 246 GeV/c2, and GF is determined with a 0.6 ppm precision from muon

decay measurements [42]. However, the variable λ is a free parameter; thus, the value of

mH is not predicted by the theory, and must be determined experimentally.

2.3 The Standard Model Higgs Boson

The Higgs boson is the quantum excitation of the Higgs field, which gives mass to the weak

vector bosons as outlined in the previous section. The spontaneous symmetry breaking of

the Higgs Mechanism does not automatically generate the fermion masses, so the Higgs field

is generally assumed to give mass to the fermions via Yukawa couplings. Indeed, this must

be the case if no other mechanism for generating the masses is discovered.

The Yukawa interactions are:

LY ukawa = −αdij
q̄LiΦdRj − iαuij q̄Liσ2Φ∗uRj − αlij l̄LiΦeRj (2.36)

where the αfij
are the couplings. The uR, dR and eR represent the right-handed fermion

singlets, and the qL and lL are the left-handed fermion doublets, and each term is parametrized

by a 3×3 matrix in generation space [42]. Once the Higgs acquires a VEV, the Higgs-

fermion interactions are diagonalized, so that αfij
→ αfii

. The fermion masses are then

mf = αfv/
√

2, with the important result that the Higgs coupling is proportional to the

fermion mass. Since there are no right-handed neutrinos in the Standard Model, they do
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Figure 2.5: Predicted Standard Model Higgs branching ratios, as a function of mH . Left:
branching ratios across a wide range of mH ; right: detail of branching ratios roughly within
±5 GeV/c2 of the observed Higgs boson mass. In general, the branching ratios are influenced
by two competing features: the tendency of the Higgs to couple to more massive particles,
and the fact that each decay channel is only “turned on” as the Higgs becomes heavy enough
for its daughters to be on shell [47].

not participate in the Yukawa interactions and thus cannot obtain mass in this manner.

As mentioned earlier, this is one of the limitations of the Standard Model, since neutrino

oscillations have shown that they are indeed massive. The Higgs couplings to the W and Z

are quadratic, as seen in the spontaneous symmetry breaking interaction terms of eq. (2.32).

Given kinematic constraints, the couplings of the Standard Model Higgs allow a prediction

of its branching ratios as a function of mH . These branching ratios are given in figure 2.5.

The production cross-sections are given in table 2.6 as a function of center-of-mass energy,

and Feynman diagrams for the various modes are shown in figure 2.7.

The sensitivity of any Higgs analysis is dictated by the production rate of the Higgs in the

channel of interest, compared to the rate of production of the relevant backgrounds. Channels

that combine high production cross sections with distinctive final states are generally the

most sensitive. At the LHC, QCD multijet production poses the largest and most difficult

background for Higgs analyses, so searches where the final states consist of only jets and no

other objects have the least sensitivity. Analyses that require the presence of at least one

electron, muon, or photon in the final state, or make a cut on the amount of missing energy

in the event, are able to reduce the QCD background and therefore improve their sensitivity.
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Figure 2.6: Production cross-sections at specific energies, for a 125 GeV/c2 Standard Model
Higgs boson [42]. Values shown at 1.96 TeV are for pp̄ collisions; all other values are for pp
collisions.

Figure 2.7: Feynman diagrams of the various production mechanisms [42].
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Below, we give a review of some of the features of the production mechanisms and decay

modes of the Standard Model Higgs, and discuss Higgs analyses at the LHC in the context

of these channels.

2.3.1 Higgs Production

Gluon Fusion (gg → H)

As is shown in Figure 2.6, the dominant SM Higgs production mechanism is gluon-gluon

fusion. Because the gluon is massless, this process must be mediated by a virtual quark loop,

and since the Higgs coupling is proportional to mass, the top quark is the main contributor

to this loop. Here, the Higgs is produced in isolation, so that only its decay products can

be used to identify the event. A H → bb search in this mode is extremely difficult due

to the high QCD background. However, this production mechanism has been successfully

utilized in searches where the Higgs decay products aid in identification, such as the H → γγ,

H → ZZ, and H →WW decays.

Vector Boson Fusion (qq → qqH)

The production mechanism with the next-highest cross section is vector boson fusion. It

involves the radiation of a W+ and W− by a quark and an antiquark, or the radiation of

Z0’s by a qq, qq̄, or q̄q̄ pair. The Higgs boson is then produced by the collisions of the

vector bosons. Due to the relatively small momentum transferred to the quarks by the

radiation of the vector bosons, these events tend to produce jets in the forward direction,

with few central jets. The background can be reduced based on these selection requirements.

However, the remaining high QCD background still tends to favor using the same decay

products as the gg → H analyses.

Vector Boson Associated Production or “Higgs-strahlung” (qq → ZH/WH)

An alternative is to consider associated production of the Higgs with weak vector bosons,

namely qq → ZH and qq → WH. At LHC energies and at mH ≈ 125 GeV, the combined
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cross section for this process is comparable to (though somewhat less than) the cross section

for vector boson fusion. Here, a quark-antiquark pair annihilate to produce an off-shell W

or Z, which goes on-shell by radiating a Higgs. The on-shell vector boson in the final state

aids in the identification of this process, as the W and Z are easily identified by their decay

products.

Associated Production with Top Quark Pairs (gg/qq → tt̄H)

This process occurs in one of two ways at the LHC. The first is the mechanism shown in

figure 2.7, in which the collision of two gluons creates a top quark/antiquark pair, with a

top or anti-top radiating a Higgs. A second possible diagram is one in which the collision of

the two gluons produces a single virtual gluon that decays to a top/anti-top pair, and one of

these radiates a Higgs. Although the tt̄H production mechanism has the lowest cross section,

its decay products form a very distinctive and versatile final state. Analyses involving this

production mode are quite complex, with events split into different categories depending on

the number of jets, b-tagged jets, and number and flavor of leptons. Due to its relatively

low electroweak and very low QCD backgrounds, the tt̄H mode also offers the opportunity

to search for the Higgs inclusively across all its decays, independently from analyses that

use other production mechanisms. Once enough data is collected, it will also be possible to

measure the Higgs coupling to the top quark in ttH (it is not possible to do this accurately

in gg → H, since there may be additional significant contributions to the loop besides top

quarks, if there are heavier quarks in nature).

2.3.2 Higgs Decay

H → γγ

Despite its small branching ratio, this channel played a key role in the search for a low mass

(110 to 140 GeV) Higgs at the LHC, and was one of the main Higgs discovery modes. Here,

the Higgs decays to two photons via a top quark or vector boson loop. This two-photon

decay led to the conclusion that the newly observed particle was a boson with spin different
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from one [13]. The sensitivity of the channel is driven by two factors: first, it is very “clean,”

in that the two photons are the only Higgs decay products and are easily identified; thus, the

background is lower than in other channels, and the high-cross section gg → H mechanism

may be exploited. The second advantage is that the excellent diphoton mass resolution

(1-2%) of both the CMS and ATLAS detectors allows for a sharp invariant mass peak that

stands out above the remaining background. The reducible background consists of jet-jet

and jet-γ events where one jet is misidentified as a photon, and the irreducible backgrounds

are from prompt γγ emission, as well as quark bremsstrahlung [43]. At CMS, in this channel

alone, the observed significance above background at the time of the 2012 discovery was

4.1σ[13], and has since decreased slightly to 3.9σ[29] for the cut-based analysis. ATLAS,

however, currently observes a 7.4σ excess in this channel, compared to 4.5σ at the time of

the discovery [4].

H → ZZ → 4l (4e, 4µ and 2e2µ)

This is the so-called golden decay, where the Higgs couples directly to two Z bosons, with

each Z decaying to a µµ̄ or eē pair. The presence of 4 leptons in the final state allows

precise reconstruction of the Higgs invariant mass at CMS and ATLAS, due to the excellent

identification and reconstruction of muons and electrons at both detectors. If the mass of the

Higgs boson had turned out to be greater than 180 GeV, it would have been discovered almost

immediately after the LHC began taking data. In that case, two separate, on-shell Z bosons

would have been easily identified via their sharp invariant mass peaks. At mH = 200 GeV,

for example, a 5σ discovery at CMS would have been possible in the combined H → ZZ → 4l

channels with just over 2 fb−1 of data [18]. At mH = 125 GeV, however, only one of the Z

bosons may be on shell, and a matrix element approach is used to construct a kinematic

discriminant for each 4l event [42]. The dominant background is non-resonant ZZ(∗) from

qq̄ annihilation and gg fusion. Other backgrounds include Zbb̄, tt̄ and Z + jets, which

are reduced by making lepton isolation and impact parameter requirements. The quoted

significance in this channel was 3.2σ in the CMS 2012 discovery paper[13], and has since

climbed to 7.2σ with the full 7 TeV and 8 TeV datasets.
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H → WW → lνlν

Here, the Higgs decays to a W+W− pair, each of which decays to a lepton and a neutrino.

The neutrinos are not detectable, so their presence can only be inferred by measuring 6 Et

(missing transverse energy or “MET”). As a result, the invariant mass resolution of the Higgs

is poor (about 20% mH). The analysis therefore entails counting the events and carefully

comparing to background, which includes irreducible WW, WZ and ZZ diboson processes,

as well as tt̄, W+jets and others. These can be suppressed to some extent: backgrounds

such as tt̄ can be reduced by applying a jet veto, and the MET requirement reduces the

Drell-Yan and multi-jet backgrounds. In general, however, an accurate estimate of all the

backgrounds is necessary in order to measure an excess. Although this channel did not

contribute significantly to the initial Higgs discovery, it now has an excess of 3.8σ (4.0σ) for

ATLAS (CMS), in the 0- and 1-jet categories [42].

H → bb̄

This decay of the Standard Model Higgs has the highest branching ratio, but the most

problematic backgrounds of all the decay modes. The final state consists of just 2 b-jets,

making it impossible to distinguish against the high QCD background when produced in

isolation. H → bb̄ is therefore only generally searched for in conjunction with a distinctive

production mode, such as ZH, WH or ttH, where the presence of leptons can be used to

reduce the multijet background. B-tagging algorithms are also used to help identify the

b-quark/antiquark pair from the Higgs, or reduce combinatorics in events with more than 2

b-jets. However, ZZ, WZ, W/Z + jets, and tt̄ processes all contribute to backgrounds that

include b quarks and leptons in the final state, and sophisticated classification techniques

must be used to reduce this remaining background. For example, the VH(H → bb̄) channels

at CMS use multivariate classifiers trained on event kinematic, topological and b-tagging

information to separate the Higgs boson signal in different pT categories, and at different

values of mH [42]. The output of these MVAs are then binned by signal/background ratio,

and the output of all channels is combined. An excess of events at mH = 125 GeV is
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observed in bins with the largest signal/background ratios, at a significance of 2.1σ. ATLAS

performs a cut-based analysis that sees no significant excess over the predicted Standard

Model background [42].

H → τ+τ−

H → τ+τ− has the next highest fermionic branching ratio after H → bb̄, but τs are

harder to identify than other leptons because of their wide range of decay modes, including

hadronic decays. Searches are generally performed in the VBF, VH or ttH production modes.

Backgrounds are similar to other analyses that use these modes, but are dominated by the

Drell-Yan Z → ττ production. The τ+τ− invariant mass may be reconstructed from the

visible τ decay products and a fit to the missing energy in the event, but this results in a

relatively poor 15% resolution. Therefore, searches look for a broad excess over the mττ

distribution. At mH = 125 GeV, CMS (ATLAS) observes an excess above the background

with a local significance of 3.4σ (4.1σ) in the full dataset. Both of these measurements

provide substantial evidence of the Higgs boson coupling to leptons [42].

Other Decays

H → Zγ is similar to H → γγ, in that it makes up for its relatively low branching ratio by

having a clean signal, with a mllγ resolution of about 1-3%. Analyses search for a narrow

peak over a continuous background that includes final state radiation from Drell-Yan decays,

Z+γ and Z+jets where a jet is misidentified as a γ. No excess of signal events are observed.

At mH = 125 GeV, CMS (ATLAS), sets 95% CL upper limits of 9.5×σSM (18.2×σSM ) for

this channel.

Other modes are severely limited by statistics. H → eē/µµ̄ should be easily identifiable

via its narrow invariant mass peak, but has a very low branching ratio. H → cc and the

light-flavor H → qq channels have the same high QCD background problem as H → bb̄, but

with lower branching ratios.
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2.3.3 Higgs Boson Status

As stated in section 2.1, a new boson was observed jointly by the CMS and ATLAS

collaborations in 2012, using 4.8 (5.1) fb−1 of data at 7 TeV and 5.9 (5.3) fb−1 at 8 TeV

by ATLAS [4] and CMS [13], respectively. These observations were quantified by a p-value,

which indicates the probability of a background-only measurement. A p-value of 3× 10−7,

for example, corresponds to roughly a 5-standard-deviation (5σ) excess over the background.

The observation reported by ATLAS had a local significance of 5.9σ at mH = 126.5 GeV,

and CMS reported a 4.9σ excess at mH = 125.5 GeV.

Prior to the discovery, limits had been placed on the possible values ofmH for the Standard

Model Higgs. Global fits to electroweak observables using data from LEP, the Tevatron and

elsewhere, suggested mH = 89+22
−18 GeV , while direct searches by LEP experiments yielded a

lower bound of mH > 114.4 GeV at 95% confidence. Combined data from direct searches

by the CDF and D0 Tevatron experiments excluded mH in the ranges 90 GeV to 109 GeV

and 149 GeV to 182 GeV using 10 fb−1 of data. The Tevatron also observed a broad excess

between 115 GeV and 140 GeV, with a 3σ local significance at mH = 125 GeV, as seen in

figure 2.8. This observation was not significant enough to claim discovery [42].

In 2013, CMS and ATLAS updated their previous results to include the full 8 TeV

dataset (roughly 20 fb−1 for each experiment). The sensitivity in the individual analyses

was increased, with results listed above for each of the channels. The mass of the new

boson has been determined to be 125.6±0.3 GeV (see figure 2.9), and the hypothesis that

its spin is other than 0+ (positive parity) has been rejected by various measurements at 95%

confidence or greater [11]. Increases in the sensitivity of the various Higgs searches, together

with the developing consensus of the identity of the new particle, has led to the transition

from expressing results in terms of 95% confidence upper limits or significance of an excess,

to measurements in terms of the observed signal strength parameter µ:

µ = (σ ·BR)obs/(σ ·BR)SM , (2.37)

which is the observed product of the Higgs boson cross-section and branching ratio for
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Figure 2.8: Summary plot showing 95% confidence limits on Higgs boson production at the
Tevatron, as a function of mH . Also shown are regions where the Higgs had been excluded
by various experiments, up to June 2012.

a given channel, in units of the Standard Model prediction. Figure 2.10 summarizes the

current signal strengths observed in combined ATLAS and CMS analyses, in the different

decay modes of the Higgs boson [42].
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Figure 2.9: Higgs Boson mass measurements using the combined 7 TeV and 8 TeV data-
sets [42].

Figure 2.10: Signal strengths by Higgs boson decay channel [42].
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Chapter 3

CMS and the LHC

3.1 The LHC

The Large Hadron Collider (LHC) at CERN in Geneva, Switzerland is the world’s highest-

energy particle accelerator. Two counter-circulating beams of protons collide at four points

around the 27 km-circumference ring, at the locations of the ATLAS, CMS, ALICE and

LHCb detectors, respectively. A chain of accelerators inject protons into the LHC, and are

illustrated in figure 3.1. The protons begin their journey in a simple tank of Hydrogen gas.

The gas is ionized by a duoplasmatron, and the resulting protons are accelerated through a

linear accelerator to 50 MeV. These protons are then successively accelerated to 1.4 GeV

in the Proton Synchrotron Booster (PBS), and then to 25 GeV in the Proton Synchrotron

(PS). Here, the beam size and final bunch spacing are established. The protons are then

accelerated to 450 GeV in the Super Proton Synchrotron (SPS) before being injected into the

LHC. There, they are gradually accelerated to the final beam energy, and held at this energy

for several hours during collisions[9]. During 2010-2011, the proton-proton center-of-mass

collision energy was 7 TeV, and was increased to 8 TeV in 2012.

While the energy of colliding protons during the first long run was kept at roughly

half the LHC design value of 14 TeV, various adjustments to beam parameters caused the

instantaneous luminosity to gradually approach the designed 1034 cm−2s−1. A nominal

bunch spacing of 50 ns was used throughout 2010-2012, which was half the LHC-designed

spacing of 25 ns. However, an increase in the bunch population of up to a factor of 1.5

with respect to the designed 1.15× 1011, as well as a reduction in emmitance and β∗ at
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Figure 3.1: Illustration showing stages of the LHC accelerator chain, and the position of
Intersection Point 5 on the LHC. The flow of protons are indicated by arrows. Note that
the purpose of the illustration is to give the approximate sizes and relative locations of the
accelerators, and is not strictly to scale.

the interaction points, resulted in the delivery of approximately 30 fb−1 of data over the

2010-2012 period [46]. Figure 3.2 shows the maximum instantaneous luminosity delivered to

CMS per day, and figure 3.3 shows the integrated luminosity as a function of time.

3.2 The CMS Detector

The Compact Muon Solenoid (CMS) detector is located at Intersection Point 5 of the

LHC. Along with ATLAS (A Toroidal LHC Apparatus), it is one of the LHC’s two general-

purpose detectors. CMS shares Point 5 with the Total Elastic and diffractive cross section

Measurement (TOTEM) experiment, a forward-physics detector that studies the total

proton-proton cross section and proton structure[57]. The CMS detector is cylindrical in

shape. It is 21.6 m long, 14.6 m in diameter and weighs 12 500 t, making it the heaviest (but

not the largest) detector at the LHC. CMS gets its name from the 4 T superconducting

solenoid which laterally encloses its tracking and calorimetry systems.
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Figure 3.2: Peak instantaneous luminosity per day, 2010-2012[10].
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Figure 3.3: Integrated luminosity delivered to CMS by year. More than 90 percent of this
data was recorded: 5.55 fb−1 in 2011 and 21.79 fb−1 in 2012[10].
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Figure 3.4: A schematic view of the CMS detector.

CMS follows a Cartesian coordinate system, with the origin located at the interaction

point. The positive x direction points toward the center of the LHC ring, the positive y

direction points vertically up, and the positive z direction points tangent to the beam to

the west. The r, θ, and φ coordinates have the usual definitions, and the pseudorapidity

coordinate η is defined as:

η = − ln tan
(
θ

2

)
CMS is made up of several sub-detectors, arranged in concentric cylindrical shells. Working

out from the interaction point, these include a pixel tracker, silicon strip trackers, an

electromagnetic calorimeter, and a hadronic calorimeter. Beyond the solenoid, muon drift

chambers are interspersed within the magnet’s iron return yoke. The detector is also divided

into endcap and barrel regions that can be separated for maintenance. Figure 3.4 shows an

overall schematic view of the detector, and figure 3.5 shows the η coverage of the detector

components.
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Figure 3.5: A simplified view of a longitudinal quadrant of CMS, showing the major systems
and their coverage in η.

3.2.1 Tracker

The CMS tracker is the largest all-silicon tracking system ever constructed. It is made up of

two types of detectors: pixel and silicon strip detectors, which cover a total effective area of

over 200 m2[56]. A longitudinal view of the tracker is shown in figure 3.6.

The pixel tracker is located closest to the interaction vertex, and is made up of 3 layers

at 4.5 cm–10 cm radius, as well as two end disks on each side at z = ±34.5 cm and ±46.5 cm.

The 107/s particle flux at these radii is balanced by a small 100× 150 µm2 pixel size, resulting

in an average occupancy of 10−4 per bunch crossing per pixel. The fine granularity of the

pixel detector requires 66 million readout channels.

In the barrel region, the strip detector is divided into the Tracker Inner Barrel and Disks

(TIB/TID) and Tracker Outer Barrel (TOB). At 20 cm < r < 55 cm, the TIB contains four

layers of 10 cm × (80 µm–120 µm) silicon strips. The strips in the first two of these layers

are made up of “stereo” (double-sided) modules that provide a two-dimensional single-point

measurement that is accurate to within a few tens of microns[17]. There are 3 TID disks
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on each end, where the strip pitch varies between 100 µm–140 µm. The first two rings of

the TID contain also stereo modules. The TOB laterally surrounds the TIB/TID and

has 6 layers, extending out to a radius of 115 cm. The strips in the TOB are 25 cm ×

(120 µm–180 µm). Again, the first two layers of the TOB are composed of stereo modules.

The Tracker End Cap (TEC) comprises 9 disks that extend into the region 120 cm < |z| <

280 cm. The innermost 2 rings and the fifth ring of the TEC have stereo modules, with

radial strips of 97 µm to 184 µm average pitch[17].

The strip detector has a total of 9.3 million channels. The choice to use silicon strips at

larger radii was sufficient for the lower-flux environment of the outer regions of the tracker,

with occupancy in the range of 1-3%. Depending on η, the strip tracker has the ability to

make 8-14 measurements per trajectory, 4-6 of which are “stereo” measurements[56].

Figure 3.7 shows some of the performance characteristics of the entire tracker. The impact

parameter resolution is dominated by the fine spatial granularity of the pixel detector, while

the momentum resolution is due to the lever arm of the combined pixel and strip trackers.

Further improvement in the momentum resolution of muons is provided by the muon system

(see section 3.2.3). The tracker has excellent primary vertex resolution (figure 3.8), and the

efficiency to identify primary vertices is nearly 100% with two or more tracks[54]. Given that

typical impact parameters for tracks from B hadron decays are on the order of a few hundred

µm, the tracker is also able to offer precise reconstruction of secondary vertices[55]. Offline

software is used to further refine the identification of jets from bottom quark hadronization.

3.2.2 Calorimetry

The Electromagnetic Calorimeter (ECAL) and Hadronic Calorimeter (HCAL) together form

a complete calorimetry system for the measurement of the energy of photons, electrons,

hadronic jets and missing transverse energy (MET).

The electromagnetic calorimeter is divided into a barrel section that covers a pseudo-

rapidity range |η| < 1.5, and an endcap region that covers 1.5 < |η| < 3.0. It is composed

of a total of 68524 lead tungstate (PbWO4) scintillating crystals, coupled to avalanche

photodiodes (barrel) or vacuum photodiodes (endcaps). This arrangement has allowed the
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Figure 3.6: Cutaway view of the CMS tracker, in the r − z plane [56]. The labeled regions
are the pixel detector, the tracker inner barrel (TIB), tracker inner disks (TID), tracker
outer barrel (TOB), and tracker end cap (TEC). See text for further description.

Figure 3.7: From left to right: the transverse momentum, transverse impact parameter and
longitudinal impact parameter resolutions of the tracker as a function of η. The values
shown are for muons with pT = 1, 10 and 100 GeV.
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Figure 3.8: Primary vertex resolution of the tracker as a function of number of tracks used
in the reconstruction, in x (left) and z (right).

design of a compact calorimeter inside the solenoid that is fast, has fine granularity (with

a front face of about 2 cm × 2 cm in the barrel and 3 cm × 3 cm in the endcaps), and is

radiation resistant. The crystal length is 23.0 cm in the barrel and 22.0 cm in the endcaps,

covering many radiation lengths with X0 = 0.9 cm in the lead tungstate crystals [17]. In

addition, a preshower device is placed in front of the ECAL in the endcaps. The CMS ECAL

provides very good electron and photon energy resolution (see figure 3.9).

The HCAL is divided into two general regions: the barrel and forward sections are

located within the solenoid, while the endcap and outer sections are outside the solenoid.

The constraints imposed by the solenoid led to a relatively short absorption length of 7.2λ

at η = 0 for the barrel section, so the outer section was added as a complementary “tail

catcher” to aid in calorimetry and to help prevent leakage into the muon system. The

HCAL is organized into towers that radiate away from the center of the detector. These are

composed of alternating layers of brass or steel absorbers and plastic scintillator tiles. The

HCAL energy resolution for single jets (R=0.5) is given in figure 3.10. The good hermeticity

of this system around the interaction point facilitates the measurement of missing transverse

energy. In the absence of energy clustering corrections, the MET resolution is approximately
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Figure 3.9: ECAL energy resolution as a function of energy as measured from a test beam.

σ(MET ) ≈ 1.25
√

ΣET [17].

3.2.3 Muon System

The desire to accurately identify, trigger and reconstruct muons was one of the driving

design considerations for CMS. The CMS muon system is located outside the solenoid and

has been integrated into the return yoke where a 2T magnetic field is present. Three types

of gaseous detectors are used: in the barrel region, the neutron-induced background is small,

so the muon rate and residual magnetic field is low, and drift tube chambers are used. In the

two endcaps, where the muon rate as well as the neutron induced background rate is high,

and the magnetic field is also high and non-uniform, cathode strip chambers are deployed

and cover the region up to |η| < 2.4. In addition, resistive plate chambers are used in both

the barrel and endcap regions. The coarse spatial resolution but good time resolution of the

RPCs compliments the good spatial resolution of the CSCs and DTs, so that the correct

bunch crossing may be identified. The HCAL “tail catcher,” as well as the solenoid itself
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Figure 3.10: The jet transverse energy resolution as a function of the simulated jet transverse
energy for barrel jets (|µ| < 1.4), endcap jets (1.4< |µ| <3.0) and very forward jets.

further aid identification by absorbing hadrons not captured by the inner HCAL. Figure 3.11

shows the improvement in muon momentum resolution obtained by using a combined fit to

tracker and muon detector measurements [17].

In the barrel, the muon chambers are arranged in coaxial layers, interleaved with the

return yoke. These layers are called “stations,” and there are 4 stations in each of the 5

wheels of the yoke, located at a distance ranging from 4.0 m–7.4 m from the beam. Each

wheel is divided into 12 sectors, with chambers in different stations staggered so that high-pT

muons cross at least 3 stations. In each of the endcaps, the CSCs and RPCs are arranged

in 4 disks (also called stations) perpendicular to and concentric with the beam. Here, the

trapezoidal CSCs are arranged in concentric rings that overlap in φ: 3 rings in the innermost

station and 2 rings in the other stations. The position resolution provided by each chamber

is roughly 200 µm, and the angular resolution of the muon direction is about 1(10) mrad

for the DTs(CSCs). In total, the muon system covers roughly 25 000 m2 of detector surface
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area and has almost 1 million channels [17].

Figure 3.11: Muon pT resolution in the barrel (left) and endcap (right) regions. Resolution
is shown for muons reconstructed using the tracker only, muon system only, and combined
tracker and muon system measurements.

3.2.4 Trigger and Data Acquisition

During 2011-2012 proton-proton collisions, the bunch-crossing rate being delivered to CMS

was roughly 15 MHz [46]. Given that each event from the detector is approximately 1.5 MB

[17] of information, recording every single event would have meant a raw data rate on the

order of 20 TB/s. At design luminosity and high pileup, this rate climbs to order 1 PB/s.

Blindly recording every event would therefore be both technologically unfeasible, as well as

undesirable from an analysis standpoint, as the number of uninteresting events would be

overwhelming and unmanageable. Instead, CMS uses a tiered trigger system to filter the

data and record only events of interest for further offline analysis.
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The Level 1 (L1) Trigger functions as part of the detector hardware to reduce the initial

rate of tens of MHz to about 100 kHz. The data that passes L1 is filtered by the High-Level

Trigger (HLT), which further reduces the rate to a few hundred Hz for offline storage and

processing. Reduced-granularity data from the detector, called “trigger primitives,” are

sampled by the L1 Trigger, which uses custom-designed, programmable electronics to quickly

reach a decision regarding whether to discard the event or to pass it on to the HLT. The L1

Trigger electronics are located partly on the detector itself, and partly in an underground

room 90 m from the detector. The constraint of the bunch-crossing rate, added to the time

required for data transmission, means that the total time allotted to L1 Trigger calculations

is less than 1 µs[17].

Events that pass L1 are sent to a computer farm that runs the HLT software. In contrast

to L1, the full event information is available at HLT. The online HLT is run in the same

software framework as is used for offline reconstruction and analysis. The HLT code is

organized into modules, each representing an algorithm that performs a specific physics

object selection. In order to pass a given trigger, an event must pass a selection of these

modules in sequence – this sequence is called a path. Modules are organized along the

path so that events are rejected as quickly as possible if they fail basic criteria (such as a

calorimeter energy deposit threshold). More complex algorithms are reserved for the end of

the path, and may include full or partial event reconstructions, including tracking[8],[17].
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Chapter 4

Event Selection and Object
Identification

The remainder of this dissertation is devoted to a search for the Standard Model Higgs boson

in the tt̄H associated production mode. The specific channel considered by this tt̄H search

involves the semi-leptonic decay of the tt̄ pair. This scenario is illustrated in figure 4.1. The

top quark decay to a bottom quark and a W boson happens in an overwhelming majority

of cases (> 99%). The remaining decay products in the event are produced when one of

the W bosons decays leptonically, and the other decays hadronically. The focus of this

analysis is the H → bb̄ decay of the Higgs boson, which occurs about 58% of the time at

mH = 125 GeV, relative to other Higgs decays. Thus, the overall process being sought is

tt̄H → bb̄bb̄qq̄lν. The procedure for selecting collision events, and identification and selection

of objects corresponding to this process is described below.

4.1 Data Samples

4.1.1 Triggers

As discussed in chapter 3, it undesirable for the CMS detector to attempt to record each

collision event. Therefore, a system is needed to determine which events are recorded and

which are discarded: this is the role of the trigger. There exist hundreds of different trigger

algorithms that may cause an event to be recorded, and these correspond to different types of

physical processes that may be of interest. The different triggers and the physical processes
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Figure 4.1: The lepton + jets mode of tt̄H.

Dataset Trigger Name Description
SingleMu HLT IsoMu24 eta2p1 At least one isolated muon with pT > 24 GeV and |η| < 2.1
SingleEle HLT Ele27 WP80 At least one high-quality electron with pT > 27 GeV

Table 4.1: Triggers used to collect the data for this analysis.

they attempt to capture are classified broadly into different datasets. The software (HLT)

triggers used to collect the data for this analysis are given in table 4.1. The table also gives

a brief description of the trigger requirements, and the dataset name corresponding to each

trigger.

This analysis uses a total of 19.3 fb−1 of data collected in 2012 at CMS, in pp collisions

at 8 TeV. Table 4.2 summarizes the runs comprising each dataset, and the amount of data

collected during each run period.
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Dataset Run Range Int. Luminosity
/SingleMu/Run2012A-13Jul2012-v1/AOD 190456–193621 0.81 fb−1

/SingleMu/Run2012A-recover-06Aug2012-v1/AOD 190782–190949 0.08 fb−1

/SingleMu/Run2012B-13Jul2012-v1/AOD 193834–196531 4.40 fb−1

/SingleMu/Run2012C-24Aug2012-v1/AOD 198022–198523 0.50 fb−1

/SingleMu/Run2012C-PromptReco-v2/AOD 198941–203746 6.39 fb−1

/SingleMu/Run2012D-PromptReco-v1/AOD 203768–208686 7.27 fb−1

Total SingleMu 190645–208686 19.3 fb−1

/SingleElectron/Run2012A-13Jul2012-v1/AOD 190456–193621 0.81 fb−1

/SingleElectron/Run2012A-recover-06Aug2012-v1/AOD 190782–190949 0.08 fb−1

/SingleElectron/Run2012B-13Jul2012-v1/AOD 193834–196531 4.40 fb−1

/SingleElectron/Run2012C-24Aug2012-v1/AOD 198022–198523 0.50 fb−1

/SingleElectron/Run2012C-PromptReco-v2/AOD 198941–203746 6.40 fb−1

/SingleElectron/Run2012D-PromptReco-v1/AOD 203768–208686 7.27 fb−1

Total SingleElectron 190645–208686 19.3 fb−1

Table 4.2: Summary of the data analyzed in this dissertation.

4.1.2 Event Cleaning

In the data, we require that every event pass the following filters [15]:

• CSC tight beam halo filter (noise from beam setting off endcap muon cambers),

• HBHE noise filter (HCAL electronics noise),

• HCAL laser filter (HCAL calibration laser firing during collisions),

• ECAL dead cell filter,

• Tracking failure (events with too few tracks),

• Noisy SCs in EE (ECAL electronics noise),

• Beam-scraping filter (≥ 25% high-purity tracks).

These are standard event cleaning filters, mainly designed to reduce known sources of

detector noise and noise from the beam. In addition, every data event must contain at least

one reconstructed primary vertex (PV) that passes the following selection:

• The number of degrees of freedom used to find the PV must be larger than 4,
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• The absolute value of the z-coordinate of the PV must be smaller than 24 cm,

• The absolute value of the ρ-coordinate of the PV must be smaller than 2 cm,

• The PV must not be identified as fake.

This set of requirements on the PV is an additional sanity check to ensure that the event

contains at least one real pp hard-scattering process that originated within the pixel detector,

close to the beam axis.

4.2 Event Reconstruction

At CMS, event reconstruction proceeds in a centrally-organized fashion. Reconstruction

begins during data collection: starting from raw detector information, the HLT performs

partial reconstruction of objects in the process of evaluating the various trigger algorithms,

and determining whether to discard the event or send it to the next level of processing.

If the event is kept, it is sent in raw form to a dedicated cluster called the Tier 0 (T0),

located at CERN, and is immediately archived to tape. At the T0, the data also undergo

full, prompt reconstruction, as well as reformatting into the more user-accessible Analysis

Object Dataset (AOD) format. Conditions tags are applied during reconstruction to account

for data-taking conditions that vary from run-to-run, such as location and size of the beam

spot, non-active parts of the detector, and any modifications to the trigger menu. If data

are later re-reconstructed, a new tag may be applied due to a change in software or to reflect

evolving understanding of conditions.

The Tier 1 (T1) and Tier 2 (T2) sites receive datasets from the T0 for storage and

additional processing. These sites also generate the monte-carlo simulation samples, and

(in the case of T2s) provide resources for individuals and institutions to access data, run

jobs and store output in a variety of formats for specific analyses. Commonly, AOD and

RECO formats are further simplified to the Physics Analysis nTuple format (PAT), which

keeps only needed collections and is somewhat more user-friendly. The ntuples used in this

analysis are derived from PAT-formatted data.

45



Figure 4.2: A cartoon of a transverse slice of the barrel region of the detector, illustrating
the role of the different sub-detectors in identifying different particles. In the particle-flow
reconstruction algorithm, particles are identified and reconstructed using information in a
coordinated way from all the detector components.

Many different algorithms exist for reconstructing and identifying the physical particles

in a collision event. In reconstructed data, the results of these different algorithms are stored

in parallel as separate collections of objects. For this analysis, we use objects that were

reconstructed as part of the Particle-Flow (PF) algorithm [19]. This algorithm simultaneously

incorporates information from all the sub-detectors to reconstruct objects in a coordinated

fashion. The role of each sub-detector is illustrated in figure 4.2. Briefly, each event is

processed as follows: first, tracks are reconstructed using a high-efficiency, low-fake-rate

iterative method [19]. High-quality muons (and corresponding tracks) are identified and

removed from the set of candidates. Next, electrons are reconstructed and identified, and

their tracks and associated ECAL deposits are removed from the algorithm. The remaining

tracks and calorimeter deposits may then be linked and identified as charged hadrons.

Finally, unmatched HCAL deposits are attributed to neutral hadrons, and unmatched ECAL

deposits are identified as photons [19]. Additional details on the methods used to reconstruct

the individual objects are given below.
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4.3 Objects

This section describes the identification and selection of the objects used in the analysis. For

all objects, we begin with the particle flow reconstruction, and make additional requirements.

4.3.1 Leptons

Muons

Muons are generally the easiest particles to identify in a CMS event, and are thus the

first PF objects to be reconstructed. Muons may be reconstructed by using information

soley from the tracker or DTs/CSCs, or by fitting tracks to hits in the muon chambers by

extrapolating the DT and CSC hits back to the tracker, and performing a minimum-χ2

match to the tracks [17]. Muons reconstructed using the latter method are called global

muons. Muons of sufficient pT traverse the entire detector almost unimpeded, leaving only

minimum-ionizing deposits in the calorimeter, and a combined s-shape trajectory in the

tracker and muon system. Thus, the signature of a high-pT, well-reconstructed global muon

is very hard to fake by other charged particles that do not survive beyond the ECAL or

HCAL. As discussed in chapter 3, the combined use of the muon system and tracker also

leads to superior muon momentum resolution for high-pT muons.

We select muons based on the requirements given in table 4.3. Here, we make a distinction

between “tight” and “loose” muons. For tight muons, we require a global muon with pT

above the trigger threshold, where the track trajectory has been matched to the muon

chamber hits to within a certain precision. To identify the muon as prompt (i.e., originating

from the initial hard scattering process), we make relative isolation and impact parameter

requirements. The impact parameter requirements associate the muon to the event primary

vertex. The relative isolation is calculated by defining two cones around the muon trajectory

(as shown in figure 4.3): the energy measured inside the smaller cone is subtracted from

that of the larger cone (where the axis of the larger cone is defined by the direction of the

muon at the primary vertex), and the result is divided by the pT of the muon. By placing a

limit on this ratio, we veto muons that may have been produced in hadronic showers, which
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Tight µ Loose µ
pT > 30 GeV pT > 10 GeV
PFRelIso(R = 0.4)<0.12 PFRelIso(R = 0.4)<0.2
|η|<2.1 |η|<2.5
Global Muon Global Muon or Tracker Muon
hits in > 5 tracker layers
χ2/NDOF of track fit <10
> 0 hits in pixel tracker
> 1 muon stations hit
|d0(PV)| < 0.2 cm
|dZ(PV)| < 0.5 cm

Table 4.3: Cuts for selecting tight and loose muons.

will typically consist of jets located close to or surrounding the muon. The loose muons

are still fairly isolated, but may not have been measured as accurately or may be due to

pileup (multiple pp collisions occurring in the same bunch-crossing). We demand that all

single-muon events passing our selection contain exactly one tight muon, and no loose muons.

Electrons

As with the muons, electrons are selected from the objects reconstructed by the particle

flow algorithm. Here, the particle flow identification procedure is somewhat more complex.

The large amount of tracker material causes significant bremsstrahlung of electrons, which

results in trajectory discontinuities and a wide angular spread of particles in the ECAL.

Dedicated electron track reconstruction and bremsstrahlung recovery algorithms account

for these effects. The appropriate tracks and ECAL energy deposits are then linked, and

the output of a boosted decision tree (BDT) is used for the final electron identification [5].

Conversions of prompt photons in the tracker are identified and handled separately by the

particle flow.

Our electron selection criteria are given in table 4.4. The impact parameter and relative

isolation requirements for tight electrons are applied for similar reasons as the corresponding

requirements for muons. In addition, electrons must be above a certain value of the particle

48



Figure 4.3: Diagram showing isolation cones surrounding the reconstructed muon [17].

flow electron ID BDT, not be identified as a converted photon by the PF, and must also not

have any missing inner track hits (an additional check against converted photons). Tight

electrons must be above the threshold of the single electron trigger. Loose electrons have

relaxed impact parameter and isolation requirements, as well as a pT cutoff below the trigger

threshold. We demand that single-electron events must have exactly one tight electron, and

no loose electrons.

4.3.2 Jets

Due to color confinement, all quarks (except for the top) quickly hadronize after being

produced in isolation. Quark-antiquark pairs are pulled from the vacuum to form colorless

combinations of quarks (hadrons). In high-energy experiments, this process is observed as a

spray of particles in the direction of the original quark, called a jet. At CMS, jets may be

reconstructed soley from deposits in the HCAL (“calojets”), particle-flow objects (“PFjets”),

or with a variety of other object collections. In addition, there are several available standard

jet clustering algorithms [7].
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Tight e Loose e
pT > 30 GeV pT > 10 GeV

PFRelIso(R=0.3)< 0.1 PFRelIso(R=0.3)< 0.2
|η| < 2.5 |η| < 2.5

!(1.442 < |η| < 1.566) !(1.442 < |η| < 1.566)
output of PF ID BDT > 0.5 output of PF ID BDT > 0.5

pass PF conversion veto pass PF conversion veto
expected inner track hits ≤ 0 expected inner track hits ≤ 0

|d0(PV)| < 0.02cm |d0(PV)| < 0.04cm
|dZ(PV)| < 1cm

Table 4.4: Tight and loose electron selection cuts.

In this analysis, jet reconstruction begins with the set of individual particles reconstructed

with the particle-flow algorithm. The jets are subsequently formed from these objects using

the anti-kt jet clustering algorithm [7]. The anti-kt method is based on two competing

“distances” between candidate objects dij and di, given by:

dij = min
(

1
k2

ti
, 1
k2

tj

)
∆2

ij

R2

di = 1
k2

ti

, (4.1)

where R is the cone radius, kti is the transverse momentum of a particle or jet candidate,

and

∆2
ij = (φi − φj)2 + (yi − yj)2, (4.2)

where y is the rapidity [7]. This analysis uses a cone radius of R = 0.5. The clustering

proceeds by determining the smallest of all possible di and dij among the set of particles

and/or jet candidates. If dij < di, the i and j particles/candidates are merged into a new jet

candidate, and the process begins again. If dij > di, the ith candidate is called a jet, and is

removed from the list. The algorithm continues until all candidate objects have been assigned

to a jet [7]. Figure 4.4 shows an example of a CMS event containing anti-kt-clustered jets.

The following requirements are made on the reconstructed jets:

• pT > 30 GeV for all jets,

• pT > 40 GeV for 3 highest-pT jets,
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Figure 4.4: A 3D view in detector η − φ space showing an electron+jets candidate event in
data. The circles represent jets identified by the anti-kt algorithm (R = 0.5). The red and
blue bars are ECAL and HCAL energy deposits, respectively, and their height is proportional
to the amount of energy deposited. Tracks are not shown, but contribute to the PF objects
used in the jet reconstruction.
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• |η| < 2.4.

Events that contain fewer than 4 jets meeting the above criteria are discarded. The specific

pT requirements were originally introduced in an effort to improve agreement between data

and simulation at low jet pT; the modeling has since improved (as will be discussed in

chapter 5), and these cuts may be relaxed at the next iteration of the analysis, subject to

further studies.

4.3.3 Missing Energy

The event missing transverse energy (MET) is also a PF object – it is calculated by performing

a vector sum of the 4-momentum of all the measured PF objects in the event, finding the

direction and magnitude of the result, and subtracting 180 degrees in φ from that result.

Due to the good hermicity of the calorimeters, it is expected that this quantity should give a

reasonable estimate of transverse component of the momentum of any neutrinos present. We

make no explicit requirement on MET in the event selection; however, MET (and MET-φ)

is used later in the analysis.

4.3.4 B-Tagging

For each jet, the Combined Secondary Vertex (CSV) algorithm is used to estimate whether

or not the jet was produced as a result of b-quark hadronization. Jets positively identified by

the algorithm are called “b-tagged” jets. Bottom quarks typically hadronize into B hadrons,

whose relatively long lifetime causes them to decay hundreds of microns to several millimeters

away from the primary vertex. The point at which this decay occurs is called a secondary

vertex, and may be accurately resolved with respect to the primary vertex by the pixel

tracker. The CSV algorithm therefore looks for a secondary vertex, and combines several

variables involving this vertex into a final discriminant. The variables used include [55]:

• Significance of the transverse distance between the primary and secondary vertices,

• Vertex mass (from associated tracks),
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• Number of tracks associated to the secondary vertex,

• Number of tracks in the jet,

• Energy of tracks associated to vertex w.r.t. energy of all tracks in the jet,

• Pseudorapidities of secondary vertex tracks w.r.t. the jet axis,

• 2D impact parameter (IP) significance of first track that raises the vertex mass above

1.5 GeV (charm threshold),

• 3D IP significance for each track in the jet.

In the case where no secondary vertex was reconstructed, only the fourth and last variables

in the preceding list are used. The variables are combined into a set of likelihood ratios,

which attempt to discriminate separately between b-, c-, and light-flavor (LF) jets. These

are then combined into a final discriminant, whose output is shown in figure 4.5. By making

cuts on the output of this discriminant, one can achieve a given efficiency for real b-jets,

at the expense of contamination by other flavors. This situation is illustrated in figure 4.6.

We identify b-jets by placing a cut at a CSV output of 0.679, which corresponds to an

approximate efficiency of 60-70% for real b-jets, 10-20% for c-jets and 1-2% for light-flavor

(LF) jets [55]. Further improvements are obtained by incorporating the output of the CSV

discriminant itself into the analysis.

4.4 Categories

The above requirements on triggers, event quality, and reconstructed objects constitute the

basic selection criteria for the data analyzed in this dissertation. Each of the events that

pass the selection must contain exactly one lepton – either a tight muon or tight electron –

as well as four or more jets, at least two of which must be b-tagged. After the basic selection

is performed, the events are separated into categories based on the number of jets that they

contain, as well as the number of jets that have passed the medium working point of the

CSV b-tagging algorithm. The aim of this categorization is to give several regions of varying

53



Figure 4.5: CSV discriminant output distribution for MC-truth b-jets, c-jets and light-flavor
(other) jets. This plot was produced from the tt̄H signal MC after baseline analysis selection
with ≥ 4 jets and ≥ 2 b-tagged jets, so the distributions are biased towards high b-tagging
efficiency here; however, the purpose of the plot is simply to show the relative shapes of the
different distributions. For the efficiencies, see the text and figure 4.6.

Figure 4.6: Efficiency comparison of b-tagging algorithms at CMS, measured in simulated
multijet events [55]. Left(Right): probability to misidentify udsg(c) jets, as a function of
identification efficiency of real b-jets.
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Figure 4.7: Number of jets (left) and number of b-tagged jets (right) in tt̄H and tt̄+ jets
simulated events passing the full event selection. The plots are normalized to the number of
entries for comparison.

signal and background concentrations, so that some categories serve as control regions, while

others provide greater sensitivity to the tt̄H signal. As figure 4.7 illustrates, tt̄H events

contain more jets and b-tagged jets on average than tt̄ + jets events; therefore, the more

signal-rich categories are those with higher numbers of jets and b-tags. We use 7 categories,

containing ≥ 6 jets + 2 b-tags, 4 jets + 3 b-tags, 5 jets + 3 b-tags, ≥ 6 jets + 3 b-tags, 4

jets + 4 b-tags, 5 jets + ≥ 4 b-tags, and ≥ 6 jets + ≥ 4 b-tags, respectively. An explicit

yield table for each of the categories will be shown after a discussion of the backgrounds in

the next chapter.
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Chapter 5

Data Modeling

In the preceding chapter, we made certain requirements that defined which data events

would be included in the analysis. The goal of this selection was to try to isolate as many tt̄H

events as possible while eliminating as many other kinds of events as possible. However, the

tt̄H process for which we are searching still makes up only a small fraction of events passing

the basic selection. The events present in our sample that are not tt̄H events are called

background events, and the desired tt̄H events are called signal events. In order to accurately

distinguish between the background events and any tt̄H signal events that may be present,

we must understand the relative concentration of signal and background in our selection,

as well as the relative contributions of the different backgrounds. In addition, we must

assess how accurately the simulated measurement of physical objects reflects measurements

of objects in the data, and make adjustments for any discrepancies that would affect the

analysis.

5.1 Generation of Simulated Data

Signal and background processes are modeled with Monte Carlo (MC) simulation. Event-

generation software such as PYTHIA [52] or MADGRAPH [32] is used to perform numerical

computations of Standard Model processes. The dynamics and kinematics of hard scatter

(pp) events are modelled using statistical methods that simulate the probabilistic nature of

high-energy quantum-mechanical interactions. The subsequent decays of the particles are

also simulated, including quark hadronization. Effects from additional pp interactions in the
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same bunch crossing (pileup) are modeled by adding simulated minimum-bias events to the

generated hard interactions.

The particles produced in the event are then handed to another software program which

simulates the detector response; we use the GEANT [1] software package to simulate the

CMS detector. This program calculates the effects of the detector environment on the

particles, such as the alteration of particle trajectory due to the large magnetic field, and

interaction with the detector material, including showering. The simulated response of the

detector electronics is obtained, and the events proceed through the same reconstruction

steps as collision data. They are stored in the same ntuple formats and analyzed with the

same software framework as the real data. We subject every MC sample used in the analysis

to the same event selection requirements as the data.

5.2 MC Samples

5.2.1 Signal

The tt̄H signal MC is generated using PYTHIA at 9 separate presumed Higgs masses, and

is listed in table 5.1. Since we are searching for the leading-order tt̄H process (and not “tt̄H

+jets”), we do not need to generate additional partons, and the use of MADGRAPH to

generate the signal samples is not necessary. The decay of the Higgs boson is not forced,

but is allowed to decay according to the branching ratios predicted by the standard model

at a given mH . There are approximately 1 million raw MC events for each mass point in

the signal samples before event selection. After event selection at mH = 125 GeV, about 8%

of the original MC events remain. The cross section and integrated luminosity are used to

give a flat normalization weight to all events, so that the number of expected events in the

data is calculated as:

Nexp =
L · σ
Ngen

Nsel. (5.1)

This is also done for each of the simulated background processes. Individual events receive

additional corrections, which alters Nexp depending on the sample. This is described later

in section 5.3.
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Higgs Mass Cross Sect. Ngen Npass

110 GeV 0.1887 pb 977880 82272
115 GeV 0.1663 pb 1000000 83443
120 GeV 0.1470 pb 999508 82737
122.5 GeV 0.1383 pb 999400 81800
125 GeV 0.1302 pb 995697 80226
127.5 GeV 0.1227 pb 1000000 79144
130 GeV 0.1157 pb 933970 72697
135 GeV 0.1031 pb 996800 74954
140 GeV 0.09207 pb 1000000 72829

Table 5.1: List of signal MC masses with corresponding cross sections, number of generated
MC events and number of MC events passing the 1 tight lepton, ≥4 jets, ≥2 b-tagged jets
event selection.

5.2.2 Background

The dominant background tt̄+ jets sample, as well as tt̄W , tt̄Z, W + jets, and Drell-Yan

processes, are generated with MADGRAPH to leading order. PYTHIA is then used to

calculate the parton shower. Single-top production is modeled with the next-to-leading order

(NLO) generator POWHEG [3], and is combined with PYTHIA in the same manner as the

MADGRAPH samples. Electroweak diboson processes (WW , WZ, and ZZ) are simulated

entirely with PYTHIA. The tt̄+ jets MADGRAPH sample is generated inclusively, with

tree-level diagrams for up to tt̄+ 3 extra partons. These extra partons include both b and c

quarks. We chose MADGRAPH primary because of its ability to accurately model these

extra partons, which make up the most important part of the tt̄H background.

Examples of Feynman diagrams for some of the background processes are given in figure

5.1. Broadly speaking, the backgrounds consist of processes involving combinations of strong

and electroweak interactions. Electroweak interactions that result in either leptons or jets

in the final state (such as Drell-Yan or electroweak quark pair production), or processes

involving only strong interactions (such as multi-jet QCD) are strongly suppressed by our

event selection requirements. Instead, our backgrounds are primarily made up of processes

that are able to produce a combination of both jets and isolated leptons. This leads to

the inclusion of V+jets and diboson events, which may contain multiple jets and leptons,
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Sample Generator Cross Sect. Ngen Npass

tt̄+ jets
tt̄→ jets madgraph 112.33 pb 31111456 419
tt̄→ `ν + 4 jets madgraph 107.66 pb 25327478 1411535
tt̄→ `ν`ν + 2 jets madgraph 25.81 pb 12100452 259733

tt̄+W madgraph 0.249 pb 195396 10907

tt̄+ Z madgraph 0.208 pb 209512 11447

W + 1 jet madgraph 6440.4 pb 23134881 2
W + 2 jets madgraph 2087.2 pb 33933328 31
W + 3 jets madgraph 619.0 pb 15463420 114
W + 4 jets madgraph 255.2 pb 13365439 6818

Z/γ∗+ jets
10 GeV/c2 < M`` <50 GeV/c2 madgraph 14702 pb 37828841 6
Z/γ∗ + 1 jet (M`` > 50 GeV/c2) madgraph 666.7 pb 24032562 7
Z/γ∗ + 2 jets (M`` > 50 GeV/c2) madgraph 215.1 pb 2350806 11
Z/γ∗ + 3 jets (M`` > 50 GeV/c2) madgraph 66.07 pb 10753491 836
Z/γ∗ + 4 jets (M`` > 50 GeV/c2) madgraph 27.38 pb 6370630 5730

Single t
s-channel powheg 3.79 pb 259657 424
t-channel powheg 56.4 pb 3744404 3359
tW powheg 11.1 pb 496918 4110

Single t̄
s-channel powheg 1.76 pb 139835 187
t-channel powheg 30.7 pb 1933504 1832
tW powheg 11.1 pb 492779 4241

WW pythia 54.8 pb 9955089 532

WZ pythia 32.3 pb 9931257 1191

ZZ pythia 7.7 pb 9755621 864

Table 5.2: From left to right: list of background MC datasets used in the analysis, software
used to generate events, cross sections used for normalization, number of generated MC
events and number of MC events passing the 1 tight lepton, ≥4 jets, ≥2 b-tagged jets event
selection (the term “jets” in the leftmost column denotes generated jets, and not jets as
defined in the event selection).
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Figure 5.1: Examples of basic Feynman diagrams for the various backgrounds. The bottom
four are possible diagrams for the sub-dominant backgrounds. Clockwise from bottom left,
they are: Diboson production, V+jets or Drell-Yan+jets, single top production, and tt̄Z.
The top diagram represents the dominant background, tt̄+ jets.

as well as real or fake b-jets. However, by far the dominant background (> 99% of events

across the categories) are events involving the decay of the top quark. Because tt̄H contains

top quarks, these unavoidably enter our initial selection, and are addressed by the signal

extraction methods later in the analysis.

Separation of tt̄+jets by Jet Flavor

This analysis treats the tt̄+ jets background differently from the other backgrounds. The

extra jets associated with the tt̄ pair (but not originating from a top quark decay) may be

composed of a variety of quark flavors, and there are significantly different uncertainties

on the production of additional light-flavor (LF) jets as opposed to heavy-flavor (HF) jets.

Therefore, we separate the tt̄ + jets sample into subsamples based on the quark flavor

associated with the reconstructed jets in the event. Using the MC truth information, events
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containing at least two reconstructed jets matched to extra b quarks are labeled as tt̄+ bb̄

events. If only a single jet is matched to a b quark, the event is labeled as tt̄ + b. These

cases typically occur because the second extra b quark in the event is either too far forward

(|η| > 2.4) or too soft (pT below the cutoff) to be reconstructed as a jet, or the two extra

b quarks have merged into a single jet. If at least one reconstructed jet is matched to a c

quark, the event is labeled as tt̄+ cc̄. All remaining tt̄+ jets events are labelled tt̄+ LF . In

all, there are four separate sub-designations of tt̄+ jets events: tt̄+ bb̄, tt̄+ b, tt̄+ cc̄ and

tt̄+ LF . The relative contributions from the subsets after selections is reflected in table 5.3.

5.3 Corrections

In addition to overall normalization by cross-section, several other weights are applied to

simulated events to improve their modelling of the data.

5.3.1 Lepton Trigger, Isolation and ID Efficiencies

We apply pT- and η- dependant weights to single-lepton events in the MC passing the trigger,

isolation and ID requirements. These event weights are called lepton scale-factors. They

have been measured by the Muon Physics Object Group (POG) at CMS for the IsoMu24

trigger efficiency, and for the single tight muon isolation and ID efficiencies [28]. We perform

our own measurement for electrons following the same procedure, using a tag-and-probe

method in a Z-boson-enriched sample [20]. The product of the lepton trigger, isolation and

ID scale factors is shown in figure 5.2, for both single muon and single electron events.

5.3.2 PU Reweighting

When the MC was generated, the number of interactions per bunch crossing that would

occur during data-taking at 8 TeV was not known, so a distribution was used that roughly

covered but did not exactly match the observed conditions. Therefore, we reweight the MC

events based on the number of generated primary vertices to match the luminosity profile

of the observed pp collisions. We do not match to the number of reconstructed vertices
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Figure 5.2: Left (right): combined muon (electron) ID, isolation selection and trigger
efficiency scale factors in bins of pT and η.

because of differences in the underlying event in data vs. MC, as well as biases that may be

introduced during event selection. Instead, the distribution of primary vertex multiplicity

in the data is determined by multiplying the per-bunch-crossing instantaneous luminosity

for a given lumi section with the total pp inelastic cross section, and weighting the result

by the per-bunch-crossing-per-lumi section integrated luminosity. This is done for all the

lumi-sections to obtain the pileup distribution. We obtain the scale factors by normalizing

the respective primary vertex (PV) distributions in data and MC, and dividing the data

distribution by the MC. The effect of the reweighting by PV is shown in figure 5.3. A value

of 69.4 mb is used for the inelastic cross-section.

5.3.3 JE Correction

We apply a series of standard corrections [53] to improve how well the energy of reconstructed

jets matches the energy of the particle that produced the jet, and how well the measurement

of jets agrees between data and MC. The jet energy scale (JES) calibration applies an

absolute correction to the jet energy as a function of pT and η. The JES correction is applied

separately for data and MC. Additionally, the energy resolution of jets in MC is calculated

by comparing reconstructed jets to generator-level particles, and is corrected to match the
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Figure 5.3: Comparison of number of reconstructed vertices for data (black) and the sum of
all background MC samples before (red) and after (blue) pileup reweighting. After pileup
reweighting, the MC agrees well with the data.

resolution measured in γ+jets events in data [53]. For a given jet, the JER correction is:

p
′
T = max[0, pgenT + c(precoT − pgenT )], (5.2)

where p
′
T is the corrected pT and c is the correction factor, which is a function of η.

5.3.4 Top-pT Reweighting

We performed studies comparing Monte Carlo pT distributions to pT distributions in data,

and noticed that the pT spectra of our jets were not well modeled, as shown in figure 5.5.

The problem was diagnosed by the CMS top group as being due to mismodeling of the

top quark pT, and that top quarks in our MC were given a systematically higher pT than

was measured by top differential cross section measurements in 8 TeV data [22, 23]. We

derived scale factors to correct the top quark pT distributions in our MADGRAPH samples

to match the data [22, 23], and fit the scale factors to a second order polynomial to get a
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Figure 5.4: Top pT reweighting function fit to the SFs from the CMS top POG.

continuous distribution. The scale factors, along with the fitted polynomial are shown in

fig. 5.4. The fitted function is:

SF = 1.18246 + 2.10061× 10−6 (pT − 2 · 463.312) pT. (5.3)

For pT > 463.312 GeV, a constant scale factor of 0.732 is used. We apply this reweighting

function to all top quark MC samples.

5.3.5 CSV reweighting

The CSV tagging algorithm plays a dual role in the analysis. We place a cut on the

CSV output that determines which jets are b-tagged, and therefore which events fall into

given jet-tag categories. We also utilize the shape of the output distribution of the CSV

discriminant as an input to the tt̄H signal extraction BDTs. Therefore, we must ensure that

the efficiency for tagging various jet flavors agrees between data and simulation, and we

must also simultaneously correct for any disagreement in the shape of the CSV distribution

64



Figure 5.5: The pT of the highest-pT jet in a ==4 jet, ==2 tag control region, before (left)
and after (right) the top-pT reweighting procedure, for sum background MC and tt̄H signal.
Note the presence of a systematic data/background MC disagreement in the left plot, that
is eliminated in the right plot.

between data and MC. In order to accomplish this, we could not follow the standard

methods[21, 24, 12] for applying b-tag scale factors, but designed our own method specific

to the tt̄H analysis.

The method is outlined briefly here, and is described in more detail elsewhere [25]. The

approach was developed by members of the tt̄H group working on a related tt̄ (H → bb)

analysis, where the search is done in the tt̄H → bb̄bb̄lνlν channel. This dilepton analysis is

complimentary to and closely coordinated with the work of this dissertation. The method

utilizes a tag-and-probe approach to isolate separate high-purity samples of heavy-flavor

(HF) and light-flavor (LF) jets. Control samples are obtained from the data consisting

of events which contain exactly two jets, and are derived from the full 8 TeV DoubleMu,

DoubleElectron and MuEG datasets. The scale factors for light-flavor (LF) and heavy-flavor

(HF) jets are separately determined. Requirements are placed on the lepton pair, MET,

and the tag jet to select a sub-sample of the data that is either enriched in tt̄ (for the HF

scale factor) or Z + jets (for the LF scale factor). For the HF-enriched sample, the CSV
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distribution of the probe jet is compared to a similarly-obtained distribution from (primarily)

tt̄ + jets MC, and for the LF-enriched sample, the CSV distribution of the probe jet is

compared to Z + jets-dominated MC. The tt̄+ jets and Z + jets events account for more

than 90% of events in the HF and LF samples, respectively [25].

To determine the HF scale factor (SF), the total HF MC is first normalized to the

HF-enriched data. The MC is then divided into a sample where the probe jet is actually a

b-jet (from MC truth), and a sample where the probe jet is not a b-jet. The contribution

from the sample containing the non-b probe is then subtracted from the data, to reduce

LF contamination. The distribution of the remaining data is then compared to the MC

containing the real b-jet probe, which determines the SF for a given bin in the CSV

distribution. The HF SF is also determined as a function of binned pT regions. Finally, a

polynomial is fit to the bin-by-bin SF to obtain a smooth SF as a function of CSV. This is

done separately for the different pT regions. Figure 5.6 shows CSV distributions for data

and MC at various stages in the HF SF determination for a given pT region, as well as the

final fitted polynomial [25].

The LF SF is determined in a similar manner. The LF MC is normalized to the LF-

enriched data. The MC is divided into a real LF component and a non-LF component. Here,

c-jets are grouped with the non-LF component. The non-LF component is subtracted from

the data and the scale factor is the ratio of data/MC for each of the CSV bins. The LF SF

is determined as a function of bins in η as well as pT. Here as well, polynomials are fit to

the bin-by-bin LF SFs, which is done separately for the pT and η regions [25].

In the case of c-jets, we apply a flat SF of unity. The convention is to use the HF SF for

c-jets, but with twice the uncertainty[12]; however, we found this to be inadequate for our

needs. We need to correct the shape of the CSV distribution, but the CSV output shapes

for b-jets in data is quite different from what the MC predicts for c-jets (as can be seen in

figure 4.5). If we were to apply our derived HF SFs to charm jets, the tagging rate for these

jets would change by a large amount, and the CSV distributions for c-jets would be affected

in a non-negligible way. In the absence of a data-driven calibration sample for charm jets,

the most reasonable solution is to set the SF==1, and retain the relative uncertainty from
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Figure 5.6: Various stages in the process of determining the HF CSV scale factor, in the
pT region 40 GeV ≤ pT < 60 GeV. Left: Data/MC comparison of initial, HF-enriched
distributions. Center: CSV distributions after LF contamination subtracted from data and
removed from MC. Right: final SFs with polynomial fit. [25]

the b-jet calibration.

To apply the CSV SFs in this analysis, we loop through each jet in each MC event, and

assign a HF SF in the case of a real b-jet, and a LF SF in the case of a LF-jet, and a SF of

unity in the case of a c-jet. The total weight for each event is the product of the SFs of the

individual jets. The uncertainties associated with the CSV reweighting are nontrivial, and

are described in chapter 7.

5.4 Data-MC Comparison

After all the selection criteria and corrections have been applied, we may examine the

resulting data, predicted signal and predicted background(s). Table 5.3 shows the predicted

event yields for each background in each category, as well as the total background prediction

in each category. The number of signal events corresponding to the mH = 125.6 GeV

hypothesis is also shown. In addition to the corrections described above, each of the MC

samples is normalized by its cross section multiplied by a luminosity of 19.3 fb−1, as in

eq. 5.1, corresponding to the total integrated luminosity of the data. Across the categories,

the background is dominated by tt̄+ jets, with the relative contributions of the different jet

flavors varying from category to category. In the ≥6 jets, ≥4 b-tags category, the ratio of

total background events to expected tt̄H events is about 30; this is a significant enhancement

in purity compared to the initial ratio of the semi-leptonic tt̄ + jets cross-section to tt̄H

67



≥6 jets 4 jets 5 jets ≥6 jets 4 jets 5 jets ≥6 jets
2 b-tags 3 b-tags 3 b-tags 3 b-tags 4 b-tags ≥4 b-tags ≥4 b-tags

tt̄H(125.6) 31.3 ± 6.4 12.9 ± 2.4 19.4 ± 3.5 21.3 ± 4.4 1.6 ± 0.4 4.8 ± 1.1 7.7 ± 2.0
tt̄+lf 7600 ± 1970 4670 ± 790 2590 ± 510 1250 ± 340 73 ± 29 79 ± 33 71 ± 35
tt̄+b 520 ± 300 350 ± 190 360 ± 200 280 ± 160 21 ± 12 29 ± 16 33 ± 20
tt̄+ bb̄ 210 ± 120 98 ± 52 157 ± 84 200 ± 110 13.0 ± 7.3 37 ± 21 78 ± 47
tt̄+ cc̄ 1700 ± 1100 430 ± 230 520 ± 280 470 ± 280 19 ± 10 32 ± 18 51 ± 31
tt̄+W/Z 98 ± 25 16.1 ± 3.3 23.7 ± 5.0 28.6 ± 6.6 1.1 ± 0.3 2.5 ± 0.7 5.8 ± 1.6
Single t 262 ± 53 233 ± 40 115 ± 21 55 ± 13 3.3 ± 1.6 10.2 ± 5.2 7.3 ± 3.0
W/Z+jets 160 ± 100 122 ± 94 43 ± 38 29 ± 26 2.1 ± 2.4 1.9 ± 1.7 1.2 ± 1.3
Diboson 5.9 ± 1.6 6.3 ± 1.3 2.4 ± 0.7 1.0 ± 0.4 0.3 ± 0.2 0.1 ± 0.1 0.2 ± 0.1
Total bkg 10550 ± 2740 5930 ± 1030 3810 ± 770 2290 ± 600 132 ± 43 192 ± 61 247 ± 88
Data 10724 5667 3983 2426 122 219 260

Table 5.3: Predicted signal and background event yields in each of the jet-tag categories,
after all event selection criteria and corrections to MC have been applied. The number of
observed data events are also shown. The errors on the predicted signal and background are
the combined statistical and systematic uncertainties, which will be discussed in chapter 7.

cross-section of about 1000 before event selection and categorization. In each individual

category, the total number of background events agrees with the number of observed events,

within uncertainty.

Figure 5.7a shows a graphical representation of the data-to-background MC agreement

for each of the categories. Figure 5.7b demonstrates that the CSV reweighting is working as

expected, and figure 5.7c shows that there is good agreement between the data and MC pT

distributions after the application of the top-pT reweighting and other corrections. As we

discuss in the next chapter, we use a variety of event variables to train boosted decision trees

to set limits on tt̄H production. Before proceeding with the BDT training, we checked the

data/MC agreement of each of the these variables to ensure that they are all well-modeled.

Data/MC comparison plots for all the variables used in the analysis are given in appendix A.
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Figure 5.7: Plots showing overall data/MC agreement per category, data/MC in pT and in
the distribution of the CSV output.
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Chapter 6

Signal Extraction

Once we have obtained an estimate of the relative contributions of the signal and background

events to the different jet-tag categories of the analysis, we may calculate our expected

sensitivity to the signal. The simplest way of performing this calculation is by counting

events in the different categories, and comparing the number of predicted background events

to the number of events predicted by a signal + background hypothesis. As was shown in the

previous chapter, the total number of expected background events is quite high compared to

the expected number of tt̄H events, even in the most sensitive jet-tag category. If a simple

counting experiment were done using only the ≥6 jets + ≥4 b-tags category, we would not

be sensitive to tt̄H production at the 2σ level unless approximately 20 times the expected

number of signal events were present in the data, due to the large systematic uncertainty on

the background.

In order to obtain competitive results, we take a more sophisticated approach to signal

extraction. Sensitivity is first improved by performing a coordinated calculation across all

the jet-tag categories. A further improvement is obtained by basing the calculation on a fit

to the shapes of discriminating event variables, instead of simply counting events. Variables

are identified whose shapes differ between tt̄H and background monte carlo events. Using a

given variable, a comparison may be made between the shape of the data, the shape of the

background-only prediction, and the shape of the signal + background prediction. The more

the variable is able to discriminate between the shapes of the combined background and the

tt̄H signal, the more our expected sensitivity to the tt̄H process is improved. To optimize
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sensitivity as much as possible, we train boosted decision trees (BDTs)[41] to combine the

shape information of multiple event variables into a single overall discriminant for each of

the categories. The limits on Higgs production are then calculated using the shapes of these

final discriminants.

6.1 Discriminating Variables

The variables used in the analysis are listed in table 6.1. They all individually provide

some discriminating power between tt̄H and the dominant tt̄ + jets background, and are

well-modelled (as discussed in chapter 5). Many of these quantities describe event kinematics,

and include the pT and energy of different objects, as well as the invariant mass of object

combinations. There are a number of variables involving angular separation between specific

objects; also, the sphericity and aplanarity variables, together with the Fox-Wolfram moments

Hi [34] serve to give an overall picture of angular and pT distributions of objects in the event.

We also use the output of the CSV b-tagging discriminant for jets that have been positively

identified as b-jets, as well as for jets that fall below the CSV medium working point.

The calculation of the variable “best Higgs boson mass” merits some additional descrip-

tion. It is used in the ≥5 jets and ≥4 b-tags, and ≥6 jets and ≥3 b-tags, and ≥6 jets and

≥4 b-tags categories, where it is possible to fully reconstruct the tt̄H decay. In the case

of events with ≥5 jets and ≥4 b-tags, the highest-pT “loose” jet is added to the rest of

the jet collection for the purposes of calculating this variable. This loose jet has the same

requirements as the nominal jets as given in chapter 4, except that its pT must fall within

20 GeV ≤ pT < 30 GeV. In the case of events with ≥6 jets and 3 b-tags, the non-tagged jet

with the CSV discriminant value closest to 0.679 is promoted to a b-tag. We then iterate

through all combinations of final state objects and use them to reconstruct two top quark

candidates and a Higgs boson candidate. One top quark is constructed from two untagged

jets and a b-tagged jet, and the other is made from the lepton, neutrino, and a b-tagged

jet. The Higgs is constructed from two b-tagged jets. We require that the lepton and MET

together form an on-shell W with a mass of 80 GeV, and we use that constraint to calculate
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the neutrino pz. We iterate over all possible combinations of the various object assignments

and calculate a χ2 value for each combination. The χ2 value for a given iteration is the

following quantity:

χ2 =
(
mt −mhadtop

σhadtop

)2

+
(
mt −mleptop

σleptop

)2

+
(
mW −mhadW

σhadW

)2

(6.1)

where mhadtop, mleptop and mhadW are the reconstructed masses; mt = 172.5 GeV and

mW = 80.4 GeV; and the widths σ have been estimated by plotting the invariant masses of

the correct combinations of objects. The combination that gives the lowest χ2 is used as

the reconstruction of the final state. The “best Higgs boson mass” is the invariant mass

of the two highest-pT b-tagged jets that are not assigned to top quarks in the lowest χ2

combination. The correct combination is found roughly 30% of the time.

6.1.1 Selection of Variables by Category

The variables listed above are the starting point for the formation of the discriminants used

in the limit calculation. For each of the BDTs, we identify a subset of the variables to be

used as inputs in the training procedure; it is not possible to use the entire list to train each

BDT due to the finite amount of available monte carlo statistics. The subset is selected by

measuring the “separation” between signal and background for each variable, where the

separation 〈S2〉 is defined as [41]:

〈S2〉 =
1
2

∫
(ŷS(y)− ŷB(y))2

ŷS(y) + ŷB(y)
dy, (6.2)

where y is the input variable, and ŷS and ŷB are the signal and background probability

density functions for that input variable in the signal and background samples, respectively.

For a given BDT in a given category, the entire list of variables is ranked based on separation,

and the most highly-separated variables are chosen to train the BDT. Figure 6.1 shows

examples of some of the most highly-separated variables, and tables 6.2 and 6.3 list the

variables used as inputs for each of the BDTs.

More information on the BDT training is given below, but it is important to note here

that the one-dimensional separation of each of the input variables makes up only part of the
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Variable Description

abs ∆η (leptonic top, bb) Delta-R between the leptonic top reconstructed by the best Higgs mass
algorithm and the b-jet pair chosen by the algorithm

abs ∆η (hadronic top, bb) Delta-R between the hadronic top reconstructed by the best Higgs mass
algorithm and the b-jet pair chosen by the algorithm

aplanarity Event shape variable equal to 3
2
(λ3), where λ3 is the third eigenvalue of

the sphericity tensor as described in [6].
ave CSV (tags/non-tags) Average b-tag discriminant value for b-tagged/non-b-tagged jets
ave ∆R(tag,tag) Average ∆R between b-tagged jets
ave mass(untag,untag) Average of the invariant mass of all pairs of jets that are not b-tagged
ave mass(tag,tag) Average of the invariant mass of all pairs of jets that are b-tagged
best Higgs boson mass A minimum-chi-squared fit to event kinematics is used to select two b-

tagged jets as top-decay products. Of the remaining b-tags, the invariant
mass of the two with highest Et is saved.

best ∆R(b,b) The ∆R between the two b-jets chosen by the best Higgs boson mass
algorithm

closest tagged dijet mass The invariant mass of the two b-tagged jets that are closest in ∆R
dev from ave CSV (tags) The square of the difference between the b-tag discriminant value of

a given b-tagged jet and the average b-tag discriminant value among
b-tagged jets, summed over all b-tagged jets

highest CSV (tags) Highest b-tag discriminant value among b-tagged jets
H0, H1, H2, H3 The first few Fox-Wolfram moments [34] (event shape variables)
HT Scalar sum of transverse momentum for all jets with pT > 30 GeV/cP
pT (jets,leptons,MET) The sum of the pT of all jets, leptons, and METP
pT (jets,leptons) The sum of the pT of all jets, leptons

jet 1, 2, 3, 4 pT The transverse momentum of a given jet, where the jet numbers corre-
spond to rank by pT

lepton pT The transverse momentum of the lepton (LJ channel)
lowest CSV (tags) Lowest b-tag discriminant value among b-tagged jets
mass(lepton,jet,MET) The invariant mass of the 4-vector sum of all jets, leptons, and MET
mass(lepton,closest tag) The invariant mass of the lepton and the closest b-tagged jet in ∆R (LJ

channel)
max ∆η (jet, ave jet η) max difference between jet eta and avg deta between jets
max ∆η (tag, ave jet η) max difference between tag eta and avg deta between jets
max ∆η (tag, ave tag η) max difference between tag eta and avg deta between tags
median inv. mass (tag pairs) median invariant mass of all combinations of b-tag pairs
M3 The invariant mass of the 3-jet system with the largest transverse

momentum.
MHT Vector sum of transverse momentum for all jets with pT > 30 GeV/c
MET Missing transverse energy
min ∆R(lepton,jet) The ∆R between the lepton and the closest jet (LJ channel)
min ∆R(tag,tag) The ∆R between the two closest b-tagged jets
min ∆R(jet,jet) The ∆R between the two closest jetsp

∆η(tlep, bb)×∆η(thad, bb) square root of the product of abs ∆η (leptonic top, bb) and abs ∆η
(hadronic top, bb)

second-highest CSV (tags) Second-highest b-tag discriminant value among b-tagged jets
sphericity Event shape variable equal to 3

2
(λ2 + λ3), where λ2 and λ3 are the

second and third eigenvalues of the sphericity tensor as described in [6]
(Σ jet pT )/(Σ jet E) The ratio of the sum of the transverse momentum of all jets and the

sum of the energy of all jets
tagged dijet mass closest to 125 The invariant mass of the b-tagged pair closest to 125 GeV/c2

tt̄bb̄/tt̄H BDT BDT used to discriminate between tt̄bb̄ and tt̄H in the LJ ≥ 6 jets, ≥
4 tags, ≥6 jets + 3 tags, and 5 jets + ≥4 tags categories. See text for
description.

Table 6.1: Event variables used in the boosted decision trees and their descriptions.
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Figure 6.1: Examples of discriminating variables for a variety of categories. The plots
are normalized to the number of entries to show the difference in shape between tt̄H and
the different tt̄ + jets components. Several types of variables are shown, including shape,
kinematic and CSV variables. Some variables, such as the “third-highest CSV output,” are
mainly good at separating LF from HF jets, while others, such as “ΣjetpT /ΣjetE,” more
uniformly separate the tt̄+ jets components from tt̄H.
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information utilized by each BDT. The BDTs also exploit correlations between the variables

during the training process. However, it is difficult to incorporate correlations into the

criteria for the initial selection of variables. It is not known beforehand precisely how the

correlations will be used by the BDT in conjunction with the one-dimensional separating

power of each variable. Two-dimensional correlation plots were extensively studied to look

for highly-correlated pairs of variables that could provide obvious additional discriminating

power; no such variables were found that were not already included by the selection by

initial separation. BDTs are sensitive to correlations in more than two dimensions, but

these are harder to visualize and evaluate, especially nonlinear multidimensional correlations.

In the end, many different configurations of variables were tested. Alternative methods of

selecting the variables were investigated, but were found to offer no significant increase in

performance. We found that the ranking by separation, although probably not strictly ideal,

nevertheless constitutes a well-understood, reproducible procedure for selecting the variables,

and results in reliably good BDT performance.

6.2 BDT Configuration

The variables described above are used as inputs to a set of multivariate, machine-learning

based classifiers called boosted decision trees (BDTs). The basic structure of a decision

tree is illustrated in figure 6.2. The first (or root) node of each tree uses one of the input

variables to define an initial cut that splits the training sample; on each side of the cut,

another cut is made that attempts to further divide the samples in a way that increases the

purity of the signal and/or background. The cuts continue down the tree until a specified

depth is reached. The resulting structure is a multidimensional space of rectangular cuts

which classifies each event as either signal or background. Typically, a “forest” of such

trees is “grown.” The growth of the forest is influenced by the boosting algorithm, which

reweights events as each successive tree is grown, giving higher priority to events that were

misclassified by the previous tree. Finally, the responses of the individual trees are linearly

combined to form the output of the entire BDT, where the weights of the linear combination
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4 jets, 3 tags 4 jets, 4 tags
jet 1 pT jet 1 pT
jet 2 pT jet 2 pT
jet 3 pT jet 4 pT
jet 4 pT HT

M3
∑
pT (jets,lepton,MET)∑

pT (jets,lepton,MET) M3
HT ave CSV (tags)

lowest CSV (tags) second-highest CSV (tags)
MHT third-highest CSV (tags)
MET lowest CSV (tags)

5 jets, 3 tags 5 jets, ≥ 4 tags
jet 1 pT max ∆η (tag, ave jet η)
jet 2 pT

∑
pT (jets,lepton,MET)

jet 3 pT (Σ jet pT )/(Σ jet E)
jet 4 pT ave ∆R(tag,tag)∑

pT (jets,lepton,MET) ave CSV (tags)
(Σ jet pT )/(Σ jet E) dev from ave CSV (tags)

HT second-highest CSV (tags)
ave CSV (tags) third-highest CSV (tags)

third-highest CSV (tags) lowest CSV (tags)
fourth-highest CSV (jets) ttbb/ttH BDT

≥ 6 jets, 2 tags ≥ 6 jets, 3 tags ≥ 6 jets, ≥ 4 tags∑
pT (jets,lepton,MET) H0 (Σ jet pT )/(Σ jet E)

HT sphericity ave ∆R(tag,tag)
mass(lepton,closest tag) (Σ jet pT )/(Σ jet E)

√
∆η(tlep, bb)×∆η(thad, bb)

max ∆η (jet, ave jet η) max ∆η (jet, ave jet η) closest tag mass
min ∆R(lepton,jet)

∑
pT (jets,lepton,MET) max ∆η (tag, ave tag η)

H2 ave CSV (tags) ave CSV (tags)
sphericity second-highest CSV (tags) third-highest CSV (tags)

(Σ jet pT )/(Σ jet E) third-highest CSV (tags) fourth-highest CSV (tags)
third-highest CSV (jets) fourth-highest CSV (jets) best Higgs mass
fourth-highest CSV (jets) ttbb/ttH BDT ttbb/ttH BDT

Table 6.2: BDT input variable assignments for the final BDTs in each category. The variables
used in each category were selected following the procedure outlined in the text. However,
once selected, it is possible to identify trends in the types of variables that offer the best
separating power in each of the categories. In general, a mix of different kinematic, shape,
and b-tagging variables are used in each BDT, so that a variety of event information is
available during training. In the categories that contain greater numbers of jets and tagged
jets, more of the CSV variables are used since they offer separating power between events
containing a certain number of correctly tagged jets and events containing some jets that
were not correctly tagged (either mistagged or incorrectly not tagged). In the categories with
lower numbers of jets and tags (such as 4 jets + 3 tags), the best discriminating information
is provided by kinematic variables. In categories with the greatest combinatorics, specialized
algorithms (such as the “best Higgs mass”) and event shape variables are useful in distilling
complex event information. 76



5 jets, ≥ 4 tags ≥ 6 jets, 3 tags ≥ 6 jets, ≥ 4 tags

ave ∆R(tag,tag) tagged dijet mass closest to 125 H3

max ∆η (tag, ave tag η) (Σ jet pT )/(Σ jet E) ave ∆R(tag,tag)

(Σ jet pT )/(Σ jet E)
p

∆η(tlep, bb)×∆η(thad, bb) closest tagged dijet mass
tagged dijet mass closest to 125 H1 sphericity

H1 H3 max ∆η (tag, ave jet η)
H3 M3 max ∆η (tag, ave tag η)P

pT (jets,lepton,MET) max ∆η (tag, ave tag η) mass(lepton,jet,MET)
fourth-highest CSV (tags) max ∆η (tag, ave jet η) (Σ jet pT )/(Σ jet E)

aplanarity max ∆η (jet, ave jet η) abs ∆η (leptonic top, bb)
MET abs ∆η (hadronic top, bb) abs ∆η (hadronic top, bb)

abs ∆η (leptonic top, bb)
p

∆η(tlep, bb)×∆η(thad, bb)
sphericity ave CSV (tags)
aplanarity best ∆R(b,b)

min ∆R(tag,tag) best Higgs mass
jet 3 pT median inv. mass (tag pairs)

Table 6.3: List of variables used as inputs in each of the tt̄H/tt̄+ bb̄ BDTs. In contrast to
the final BDTs trained in the same categories, b-tagging information does not provide much
discriminating power between tt̄H and tt̄+bb̄ since both processes nominally contain the same
number of real b-jets. Furthermore, tt̄H and tt̄+ bb̄ are kinematically similar, necessitating
the extensive research of event shape variables. In particular, we found differences in the η
distributions of objects to be useful, especially the difference in η between the reconstructed
tops and the bb-pair assigned to the Higgs by the best Higgs mass algorithm.

are adjusted to optimize performance. For each BDT, we train a boosted forest of 100 trees.

The specific BDT method used is the Gradient Boost, and is included as part of the “TMVA”

multivariate analysis software package [41]. This algorithm gives similar performance to

other boosting algorithms, but is designed to be less susceptible to over-compensation due

to noisy events. The boosting procedure works best when the individual trees only weakly

classify the events – thus, we limit the trees to a maximum of 5 nodes, and maximum depth

of 3 levels (including the root node). We saw that increasing these parameters did not

improve performance, and tended to lead to overtraining. The robustness of the boosting

procedure was also further enhanced by keeping the learning rate of the algorithm low. The

BDTs are trained separately for each of the categories. In the ≥ 6 jets + 2 b-tags, 4 jets +

3 b-tags, 5 jets + 3 b-tags, and 4 jets + 4 b-tags categories, a single BDT is trained in each

category to discriminate between tt̄H and tt̄+ jets events. The ≥5 jets + ≥4 b-tags, ≥6 jets

+ 3 b-tags, and ≥6 jets + ≥4 b-tags categories each train 2 BDTs: a tt̄H/tt̄+ jets BDT, as

well as an additional BDT specifically trained to discriminate between tt̄H and tt̄+ bb̄ events.

77



Figure 6.2: Illustration of the structure of a basic decision tree, with 7 nodes in 3 layers.
This tree uses a series of cuts on three variables in an attempt to separate the two classes of
events, represented by the red and blue shades. The cuts are selected to increase the purity
of blue or red events, or both. The initial cut on Variable 1 splits the events into a sample
that is more pure for blue events, and another that is more pure for red events. These
samples are further divided to increase the purity of the red and blue events, respectively.
One can imagine that the cut on Variable 2 was made to optimize the purity of the red
events in Node 4, resulting in less blue purity in Node 5. In that case, red events that were
misclassified as blue in Node 5 might be “boosted,” or given a greater weight when selecting
the cuts for the next tree in the forest.
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Thus, 10 BDTs in total are used in the analysis: 7 tt̄H/tt̄+ jets BDTs and 3 tt̄H/tt̄+ bb̄

BDTs. In the categories that contain both a tt̄H/tt̄+ bb̄ BDT and a tt̄H/tt̄+ jets BDT, the

output of the tt̄H/tt̄+ bb̄ BDT is used as one of the input variables of the tt̄H/tt̄+ jets BDT.

In each category (including the 2-BDT categories), only the shape of the final tt̄H/tt̄+ jets

BDT is used in the limit calculation.

6.3 Training Procedure

6.3.1 tt̄H/tt̄ BDTs

For each of the final tt̄H/tt̄+jets BDTs used in the analysis, the training proceeds as follows.

An equal number of tt̄H (mH = 125 GeV) and tt̄+ jets monte-carlo events are randomly

selected, such that the maximum number of available events is used for a given category.

These two samples are then each randomly and equally split into one sample that will be

used to train the BDT, and another sample that will be used to monitor against overtraining.

We do not weight events prior to training. The use of 10 variables for each tt̄H/tt̄ + jets

BDT (as opposed to another number) was optimized to give the best performance with

available training statistics. The software trains the BDTs using the boosting procedure

described above, and stores them for later use.

At the conclusion of each round of training, we perform a test to determine if a given

BDT was overtrained. We use the ROOT implementation of the Kolmogorov-Smirnov

test to check for compatibility of the BDT output distributions between the training and

test samples; if the test shows a significant disagreement between the samples, then the

BDT must be trained again. The Kolmogorov-Smirnov (KS) test is a well-known statistical

method for comparing the compatibility of two distributions. It is sensitive to differences

in both location and shape of the two distributions being compared. Integrals of the two

(normalized) distributions are performed cumulatively from bin to bin, so that the value of

the integral at each point of the distribution is determined. The magnitude of the difference

between these two integrals at the point where they disagree the most is used to calculate

the Kolmogorov test statistic. The ROOT software uses this test statistic to estimate the
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Figure 6.3: Plots showing the range of typical KS-test values in different scenarios. For
each scenario, two histograms were each filled with 1000 Gaussian- distributed, random
entries (this number was chosen to approximate the statistics used to train the BDTs). A
KS test was then performed comparing the two distributions. This was repeated 1000 times,
and a histogram was filled with the results of the KS tests. The bottom row shows the
histograms filled with the KS-test values, and the top row shows a representative pair of
Gaussian distributions from a given trial. The top and bottom plots are grouped together
so that each column shows a different scenario. Left: the two Gaussians being compared
come from the same parent distribution; center: one Gaussian is displaced by 0.2σ w.r.t.
the other; right: one Gaussian is 30% wider than the other. This study demonstrates that
the KS test is sensitive to statistically significant differences in both shape and location that
may be too small to be visually obvious.

probability that the two samples were derived from the same parent distribution. In the

case that the two samples are compatible, the value of the probability is expected to fall

uniformly between zero and one2. A value close to zero indicates a small probability that the

two samples are described by the same distribution. Examples of the different cases are given

in figure 6.3. We consider a BDT to have passed the overtraining check if the KS values

comparing the training and test samples are above 0.05. This check is done independently

for the signal and background distributions.
2In reality this is not precisely the case: due to a documented binning effect[30], the KS values are

expected to be somewhat no-uniform in the case of identical parent distributions. However, this has no
impact on the test’s ability to identify incompatible distributions, which is its purpose here.
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6.3.2 tt̄H/tt̄ + bb̄ BDTs

The procedure for training the tt̄H/tt̄ + bb̄ BDTs is identical to that used to train the

tt̄H/tt̄+jets BDTs, except that tt̄+bb̄ is used as the background instead of inclusive tt̄+jets.

Equal numbers of tt̄H and tt̄ + bb̄ events are used in training. The BDT options are the

same as described earlier, and the same overtraining checks are carried out. In the ≥6 jets +

≥4 b-tags and ≥6 jets + 3 b-tags categories, 15 variables are used, while in the 5 jets + ≥4

b-tags category 10 variables are used due to lower statistics. In categories that use a tt̄+ bb̄

BDT, the response of the tt̄+ bb̄ is used as an input variable to the final tt̄H/tt̄+ jets BDT.

It is treated as any other variable in the final BDT, and is selected from the available pool

of well-modelled variables using the same ranking-by-separation procedure.

The motivation behind the use of the additional tt̄H/tt̄+ bb̄ BDTs is illustrated in figure

6.4 and in the left column of figure 6.5. The tt̄+ bb̄ process is our most difficult background.

The tt̄ + bb̄ final state objects are identical to those expected in tt̄H (H → bb̄), and the

invariant mass distribution of the extra bb̄ pair in tt̄+ bb̄ lies in the same kinematic region as

the invariant mass of the bb̄ pair from the decay of the Higgs in tt̄H. As a result, BDTs that

train tt̄H against inclusive tt̄+ jets tend to focus more on the easier-to-distinguish tt̄+ LF

and tt̄ + cc̄ components, at the expense of tt̄H/tt̄ + bb̄ discrimination. The training of a

dedicated tt̄H/tt̄+ bb̄ BDT has the effect of providing a more level playing field between

the different tt̄+ jets components, and tt̄H/tt̄+ bb̄ discrimination is improved in the final

BDT while maintaining good separation between tt̄H and the lighter tt̄+ jets components

(see the right column of figure 6.5). As will be discussed in the next chapter, the systematic

uncertainty on the production of tt̄ +HF jets is one of the largest in the analysis. The ≥5

jets + ≥4 b-tags, ≥6 jets + 3 b-tags, and ≥6 jets + ≥4 b-tags categories are the most

sensitive in the analysis, as well as the categories with the highest fraction of tt̄+ bb̄. The

application of the tiered tt̄H/tt̄+ bb̄ →tt̄H/tt̄+ jets approach in these 3 categories helps to

pin down some of the tt̄ +HF uncertainty. We found that the use of this system gave us a

20% overall improvement in the expected limit when compared to an analysis that did not

use tt̄H/tt̄+ bb̄ BDTs, but only used a single tt̄H/tt̄+ jets BDT in each category.
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Figure 6.4: Two possible Feynman diagrams for tt̄+ bb̄ (left) and tt̄H (right), illustrating
the similarity between the two processes.

6.4 Validation

As discussed above, overtraining checks are performed for all BDTs. The results are

summarized in figures 6.6 and 6.7. We saw no evidence of overtraining in any BDT. In

addition, we compared 2-dimensional correlations between the variables in monte-carlo and

in the data.

6.5 Data-MC Comparison of BDT Outputs

Figures 6.8 and 6.9 show the data-to-sum-(background) monte-carlo comparison for each of

the BDTs.
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Figure 6.5: Normalized output distributions of the final BDTs for tt̄H and the various flavors
of tt̄ + jets. Top row: ≥5 jets + ≥4 b-tags; center row: ≥6 jets + 3 b-tags; bottom row:
≥6 jets + ≥4 b-tags. Left column: BDT trained without use of tt̄H/tt̄+ bb̄ variable. Right
column: BDT trained using tt̄H/tt̄+ bb̄ variable.
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Figure 6.6: Overtraining checks for the final BDTs in each category. The KS test result is
shown as a measure of the agreement between training and testing samples. The top, middle
and, bottom rows are events with 4, 5, and ≥6 jets, respectively, while the left, middle, and
right-hand columns are events with 2, 3, and ≥4 b-tags, respectively. The background (red)
and signal (blue) are shown for the testing (solid line) and training (points) samples.
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Figure 6.7: Overtraining checks for the tt̄+ bb̄/tt̄H BDTs, in the ≥6 jets + 3 b-tags (left),
5 jets + ≥4 b-tags (center), and ≥6 jets + ≥4 b-tags (right) categories. The background
(red) and signal (blue) are shown for the testing (solid line) and training (points with errors)
samples.
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Figure 6.8: Data/MC comparisons for all final BDTs. The top, middle and, bottom rows are
events with 4, 5, and ≥6 jets, respectively, while the left, middle, and right-hand columns
are events with 2, 3, and ≥4 b-tags, respectively.
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Figure 6.9: Data/MC comparisons for the tt̄H/tt̄+ bb̄ BDTs in the ≥6 jets + 3 b-tags (left),
5 jets + ≥4 b-tags (center), and ≥6 jets + ≥4 b-tags (right) categories. See figure 6.8 for
legend.
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Chapter 7

Uncertainties

7.1 Overview

In this analysis, both statistical and systematic uncertainties are considered. The ROOT

software calculates and stores the bin-by-bin statistical uncertainty automatically for each

histogram object. For a given bin, it is simply the square root of the sum of squares of

the weights used to fill the bin. In contrast, the systematic uncertainties must be explicitly

specified; the full list is given in table 7.1. Generally speaking, the total uncertainty for a

given bin is:

σ2
tot = σ2

stat + σ2
sys. (7.1)

However, due to the complex nature of this analysis, the magnitudes and correlations of both

shape and rate uncertainties across the different analysis categories must be considered. The

purpose of this chapter is to describe the items listed in table 7.1. The statistical machinery

of the limit calculation is discussed in the next chapter.

7.2 Systematics

There are three types of systematic effects considered in this analysis: those that affect only

the rates of signal or background processes, those that affect only the shapes of distributions,

and those that affect both the rate and the shape. The systematics are applied in the same

way to every affected MC sample. Not every systematic affects every sample; however,

most do, with the exceptions noted below and in table 7.1. We fluctuate uncertainties
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Source Shape Remarks
Luminosity No Signal and all backgrounds
Lepton ID/Trigger efficiency No Signal and all backgrounds
Pileup No Signal and all backgrounds
Top pT reweighting Yes Only tt̄ background
Jet Energy Resolution No Signal and all backgrounds
Jet Energy Scale Yes Signal and all backgrounds
b-Tag bottom-flavor contamination Yes Signal and all backgrounds
b-Tag bottom-flavor statistics (linear) Yes Signal and all backgrounds
b-Tag bottom-flavor statistics (quadratic) Yes Signal and all backgrounds
b-Tag light-flavor contamination Yes Signal and all backgrounds
b-Tag light-flavor statistics (linear) Yes Signal and all backgrounds
b-Tag light-flavor statistics (quadratic) Yes Signal and all backgrounds
b-Tag Charm uncertainty (linear) Yes Signal and all backgrounds
b-Tag Charm uncertainty (quadratic) Yes Signal and all backgrounds
QCD Scale (tt̄H) No Scale uncertainty for NLO tt̄H prediction
QCD Scale (tt̄) No Scale uncertainty for NLO tt̄ and single top predictions
QCD Scale (V) No Scale uncertainty for NNLO W and Z prediction
QCD Scale (VV) No Scale uncertainty for NLO diboson prediction
PDF (gg) No Parton distribution function (PDF) uncertainty for gg

initiated processes (tt̄, tt̄Z, tt̄H)
PDF (qq̄) No PDF uncertainty for qq̄ initiated processes (tt̄W , W , Z).
PDF (qg) No PDF uncertainty for qg initiated processes (single top)
Madgraph Q2 Scale (tt̄+0p,1p,2p) Yes Madgraph Q2 scale uncertainty for tt̄+jets split by

parton number. There is one nuisance parameter per
parton multiplicity and they are uncorrelated.

Madgraph Q2 Scale (tt̄+b/bb̄/cc̄) Yes Madgraph Q2 scale uncertainty for tt̄+b/bb̄/cc̄.
Madgraph Q2 Scale (V ) No Varies by jet bin.
Extra tt̄+hf rate uncertainty No A 50% uncertainty in the rate of tt̄+b, tt̄+ bb̄, tt̄+ cc̄.

Table 7.1: Summary of the systematic uncertainties considered in the inputs to the limit
calculation. Except where noted, each row in this table is treated as a single, independent
nuisance parameter.
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independently wherever it is possible to do so; however, some nuisances are correlated,

the most notable example being the JES and b-tag systematics. The effect of category-to-

category migration of events is taken into account. The rate uncertainties for each sample and

each category are summarized in table 5.3, and the combined rate and shape uncertainties

for the input variables and BDT outputs and are shown as the shaded regions in figure

6.8, and in the figures in appendix A. Broadly speaking, the largest rate effects include the

uncertainty on the amount of tt̄ +HF, JES uncertainty and b-tagging uncertainties. Each of

the systematic uncertainties considered in this analysis is described below.

7.2.1 Luminosity and Pileup

The overall uncertainty on the integrated luminosity is 4.4%. This is applied uniformly for

all samples and all categories.

The pileup reweighting uncertainty is derived by changing the minimum bias cross section

used to calculate the pileup reweighting, which is varied by ± 7% from the default value.

The pileup reweighting is recalculated using the shifted cross section, and the uncertainty is

determined by applying the new weights and comparing to the nominal reweighting. This

uncertainty has a negligible shape effect.

7.2.2 Monte Carlo Cross-Section, Q2 and Statistical Uncertainties

Several uncertainties affect the normalization and shapes of the individual MC samples. The

MC statistical uncertainty is calculated separately for each final BDT bin of each sample,

as described earlier; however, to limit the number of nuisance parameters, we neglect bins

where the MC statistical uncertainty is negligible compared to the statistical uncertainty of

the data, or for which the contribution from signal is negligible.

In addition, there is an uncertainty on the cross section used to normalize each of the

individual MC samples. This uncertainty is assessed independently for each sample. Each of

the cross sections has been calculated to next-to-leading order (NLO) accuracy or greater.

The uncertainty assigned to the cross sections consists of two components: an uncertainty

that is due to how the parton density function of the colliding protons is modeled in the
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Figure 7.1: Comparison of the BDT output when shifting the Q2 scale up and down by
its uncertainties. Shown are the shift upwards (red) and downwards (blue) relative to the
nominal (black) shape for the tt̄ + bb̄(left) tt̄ + b (center) and tt̄+LF (right) background
samples.. The plots are normalized to unit area.

simulation, and an uncertainty on the QCD scale, which affects the rate of QCD interactions.

The dominant (tt̄+ jets) background has a pdf(QCD scale) uncertainty of 2.6(3)%, and the

uncertainty on the pdf(QCD scale) component of the tt̄H cross section is 9(12.5)%. These

cross section uncertainties are inclusive uncertainties on the overall normalization of a given

process, and are calculated for each MC sample.

We also evaluate an uncertainty on some additional theoretical parameters used by the

simulation [49], which are summarized by the Q2 systematic. The Q2 uncertainty affects the

number of jets produced per event, as well as the jet kinematics; therefore, both rate and

shape effects are considered. The uncertainty is applied separately for the tt̄+ LF , tt̄+ cc̄,

tt̄+ b and tt̄+ bb̄ components of the tt̄+ jets MC. Figure 7.1 shows Q2 shape variations for

one of the categories. The change in the yields due to Q2 varies from 14%-23%, depending

on the flavor of tt̄+ jets.

7.2.3 Lepton ID

A Lepton rate uncertainty of 1.4% is applied, and is a single nuisance parameter. This

is obtained from adding the separate 1% trigger and 1% lepton isolation/identification

uncertainties in quadrature. Although the uncertainties for muons and electrons differ

slightly, we treat them identically for simplicity. The trigger and isolation uncertainties are
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Figure 7.2: Comparison of the final BDT output in ≥ 6 jets ≥ 4 tags, for JES shift upwards
(red) and downwards (blue) relative to the nominal (black) shape for the tt̄H(125) signal
(left) and the tt̄+ bb̄ background (right). The plots are normalized to unit area.

conservative estimates, motivated by our own studies, as well as studies by the CMS Muon

POG [16].

7.2.4 Jet Energy Corrections

The JES uncertainty has one of the largest effects on analysis sensitivity. The JES affects

both rate and shape; events may migrate between categories due to changes in JES, or be

added or eliminated completely from the overall selection due to additional or fewer jets

passing the pT requirement. The pT- and η-dependant JES correction is adjusted up and

down by 1 σ, as described in [14]. This uncertainty has about a 10% effect on rates in the

≥ 6jets categories, and a somewhat smaller effect in other categories. The effect on the

shapes of tt̄H and tt̄+ bb̄ events is shown in figure 7.2 for the ≥ 6 jet + ≥ 4 b-tags category.

The uncertainty on the JER correction is assessed by adjusting the correction factor

c in equation 5.2 up and down by 1 σ. Although the JER uncertainty affects the jet pT

distributions, we found that the shape variation was negligible, so we only consider the

uncertainty on the rate in the limit calculation. In our most sensitive category, this has a

1.5% effect on the rate.
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7.2.5 Top pT Reweighting

A ±1 σ shape uncertainty on the top-pT correction is obtained by not applying the correction,

as well as applying twice the correction. This covers the area indicated by the green band in

figure 5.4. This correction also has an effect on the rates – it is approximately a 5-7% effect

across the different flavors of tt̄+ jets in the ≥ 6jet+ ≥ 4b− tags category. Recall that the

top-pT reweighting is only applied to tt̄+ jets MC; thus, this uncertainty is only applied to

tt̄+ jets.

7.2.6 B-tagging

The uncertainty on b-tagged jets has several components that are due to the CSV reweighting

procedure, and consist of JES, purity and statistical uncertainties [25]. The JES component

is evaluated at the same time the overall JES uncertainty is considered, and is included

as an effect on the kinematics of the jets used to derive the CSV SFs. The b-tagging

JES uncertainty is thus folded into the other b-tag nuisances, and is not its own separate

nuisance parameter. The other two components are evaluated separately for LF and HF

jets. The purity uncertainty is the uncertainty on the amount of LF contamination (in the

case of calculating the HF SFs) or HF contamination (in the case of calculating the LF

SFs). The statistical uncertainties are taken from the MC samples used to derive the CSV

SFs. To preserve the normalization during the calculation of the CSV SFs, the statistical

uncertainties must be calculated in a way that takes only statistical variations in the shape

of the CSV discriminant into account, and does not adjust the overall normalization. Thus,

we use two different nuisances for the HF statistics and two nuisances for LF statistics: a

nuisance which distorts the CSV distribution by tilting it to one side or the other, and a

nuisance which makes a symmetric, parabolic adjustment to the shape, so that the upper

and lower ends of the distribution change relative to the center [25]. By changing the shape

of the CSV discriminant, the purity and MC-statistics nuisances have an effect on which

jets get b-tagged and which do not, so that the event yields in the different categories are

affected. In the ≥ 6 jet ≥ 4 category (our most sensitive category, and the category with
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sys shift tt̄H(125) tt̄+LF tt̄+ bb̄

Heavy Flavor SF Purity
up +13.2% +7.4% +13.3%

down -12.1% -7.2% -12.1%

Light Flavor SF Purity
up -3.4% -32.2% -4.4%

down +3.4% +43.9% +4.4%

Heavy Flavor SF Stat. Err. 1
up -12.1% -6.6% -11.8%

down +13.3% +6.8% +12.9%

Heavy Flavor SF Stat. Err. 2
up +8.9% +5.0% +9.1%

down -8.3% -4.9% -8.5%

Light Flavor SF Stat. Err. 1
up +0.5% -15.6% +0.1%

down -0.5% +17.7% -0.1%

Light Flavor SF Stat. Err. 2
up +1.8% +10.1% +2.1%

down -1.7% -8.9% -2.0%

Table 7.2: This table summarizes the effect of each of the independent LF and HF b-tag
nuisance parameters on the yields of different samples, in the ≥ 6 jet ≥ 4 category. Variations
due to JES are not shown. “Stat. Err. 1” and “Stat. Err. 2” refer to the linear and
nonlinear components of the respective statistical uncertainties. The light SF purity for
tt̄+LF events is affected the most; this uncertainty also has the largest effect on the shape
of tt̄+LF events (see figure 7.3).

the greatest number of jets and b-tagged jets), these nuisances have a rate effect as shown

in table 7.2. Figure 7.3 shows examples of the effects on the BDT shape in the ≥ 6 jet +

≥ 4 b-tags category.

Since we do not explicitly calculate SFs for charm-flavor jets, the b-tag uncertainty for

these jets is evaluated independently. The c-jet SF is a flat SF of unity, so it is not possible

to determine this uncertainty in a similar manner as for the HF and LF SFs. Therefore,

we take a conservative approach of applying an uncertainty that is twice the relative HF

uncertainty, with the added requirement that this uncertainty must not be less than the HF

SF for a given CSV/pT bin. In addition, we assign an extra 50% rate uncertainty on tt̄+ b,

tt̄+ bb̄ and tt̄+ cc̄, which is allowed to float independently. This extra uncertainty comes

from concerns over differences observed in the cross sections for tt̄ +HF processes between

LO and NLO predictions. Since tt̄ +HF events (especially tt̄+ bb̄) look most like our signal,

the assignment of this extra uncertainty was considered a conservative approach.
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Figure 7.3: Example plots showing the up-and-down variations of selected b-tag shape
systematics (top), and the resulting change in shape of the final BDT in the ≥ 6 jet ≥ 4
category (bottom). In a given column, the variations depicted in the top plot are reflected
in the change in the shape of the distribution in the bottom plot. The bottom plots all
show the change in the tt̄ +LF distribution, after varying the HF contamination in the
determination of the LF SF (left), and after varying the linear (center) and quadratic (right)
distortions that determine the statistical uncertainty of the LF SF extraction. The All plots
are normalized to unit area. These are the largest proportional shape variations due to b-tag
uncertainties among all the flavors of tt̄+ jets in this category.
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Figure 7.4: Example plots showing the up-and-down variations of selected b-tag shape
systematics (top), and the resulting change in shape of the final BDT in the ≥ 6 jet ≥ 4
category (bottom). In a given column, the variations depicted in the top plot are reflected
in the change in the shape of the distribution in the bottom plot. The bottom plots all
show the change in the tt̄ +HF distribution, after varying the LF contamination in the
determination of the HF SF (left), and after varying the linear (center) and quadratic (right)
distortions that determine the statistical uncertainty of the HF SF extraction. The All plots
are normalized to unit area.
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Chapter 8

Results

8.1 Statistical Method

We did not observe tt̄H. Thus, we present the results of the analysis as an upper limit on

the tt̄H production cross-section, given our uncertainties. Since there is no evidence to the

contrary, the null (background-only) hypothesis is assumed. While we have not disproven

the alternative hypothesis, the limit calculation allows us to be able to reject a portion

of its parameter space, quantified as a 95% confidence upper limit on the signal strength

modifier, µ = σ(tt̄H)/σ(tt̄H)SM . The calculation is done in a correlated fashion across

the 7 jet-tag categories of the analysis, and takes as inputs the binned distributions of the

final tt̄H/tt̄ + jets BDTs in each of the categories. The BDT distributions for the signal,

backgrounds, and data are used, as well as all the different versions of the distributions

specified by the nuisance parameter fluctuations.

First, a background-only fit to the data is performed. The fit is done with the sum of the

background MC, correlated across all categories, with all rate and shape nuisances allowed

to float during the fit (taking correlations in the uncertainties into account). The fit places

constraints on the nuisances; going forward, each of the pre-fit uncertainties is replaced by

a post-fit uncertainty that is (in general) smaller, depending on the nuisance. Although

this is a background-only fit, many background nuisances are shared by the signal, and so

the signal uncertainties are also affected by the fit [50]. Figure 8.1 shows the result of this

background-only fit in the three most sensitive jet-tag categories.

A modified frequentist approach is used to extract the limits [51, 45]. The limit calculation
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Figure 8.1: Background-only fit to the data in the 5 jets + ≥4 b-tags (left), ≥6 jets + 3
b-tags (center), and ≥6 jets + ≥4 b-tags (right) categories. The post-fit uncertainties are
constrained relative to the uncertainties before the fit, as can be seen by comparing to figure
6.8.

uses the test statistic q, where

q = −2ln

(
L(data|µs+ b, θ̂µ)

L(data|µ̂s+ b, θ̂)

)
. (8.1)

Here, L is a likelihood function that is maximized under certain conditions (explained below).

The likelihood function itself is given by:

L(data|µs+ b, θ) =
∏
i

(µsi + bi)ni

ni!
e−(µsi+bi) × p(θ̃, θ). (8.2)

The index i refers to a given bin in the final tt̄H/tt̄+ jets BDTs, si and bi are the number of

predicted signal and background events in that bin, respectively, and µ is the signal strength

modifier. The p(θ̃, θ) factor encapsulates the result of the background-only fit to the data:

it is a probability distribution that determines the relative probability of some arbitrary

values of the nuisances (θ), given the set of post-fit central values of the nuisance parameters,

and their corresponding post-fit uncertainties (θ̃). For the denominator in equation 8.1,

the values µ = µ̂ and θ = θ̂ are those that maximize the likelihood function L. For the

numerator, two cases are considered: the background-only (B) and signal + background

(S+B) hypotheses. For the background-only case, the likelihood function in the numerator

is maximized after setting µ = 0 (and θµ = θ0). For the S+B hypothesis, the likelihood
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function is maximized after setting µ to some fixed nonzero value.

A large number of pseudo-experiments are thrown to simulate possible measurements

given the B and S+B hypotheses. A single distribution of the test statistic q is constructed

using the B pseudo-experiments, and a range of possible distributions of q is obtained for

the S+B case by varying the value of µ. Finally, these B and S+B distributions are overlaid,

and for a given point on the B distribution, the relative probability of q greater than that

point under the B versus the S+B hypothesis is determined:

CLs =
P (q ≥ obs|S +B)
P (q ≥ obs|B)

. (8.3)

The S+B distribution of q (and corresponding µ) is found such that 1− CLs ≥95%. This

µ value is saved, and calculated again using a different point on the B distribution, until

the entire B distribution is scanned. The median of the distribution of µ values obtained in

this manner is the median expected 95%-confidence upper limit on tt̄H production. In a

1-dimensional plot, the entire histogram of expected 95%-confidence upper limits may be

shown, but typically we seek to calculate limits for various values of mH . In that case, we

plot the median expected limit, surrounded by the 1- and 2-σ error bands of the distribution,

as a function of mH . For the actual data, the calculation proceeds in a similar manner, but

of course only a single 95%-confidence upper limit is calculated for a given mH .

8.2 Results of This Analysis

In this section, the results of the search for tt̄H (with H → bb̄) in the lepton+jets (LJ)

channel at 8 TeV is presented. The specific software used for the limit calculation is the

“combine” package, which is part of the CMS software framework. This is the recommended

software; it is the same tool used by each of the CMS Higgs analyses, and in all combinations

of Higgs analyses [26].

Figure 8.2 shows the 95% confidence upper limit on the ratio of the tt̄H cross section

to the cross section predicted by the Standard Model, as a function of mH , for the search

performed in this analysis channel. The figure shows the median expected limit, and the
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mH = 125.6 GeV
Observed Limit: µ < 5.1
Expected +2σ µ < 9.5
Expected +1σ µ < 7.0
Expected (Median) µ < 5.0
Expected −1σ µ < 3.5
Expected −2σ µ < 2.7

Table 8.1: The observed and expected 95% confidence upper limits on µ for tt̄H production
in the lepton+jets channel, at mH = 125.6 GeV.

68% confidence and 95% confidence error bands on the median expected limit. The observed

limit is shown as a solid black line. Given the current measured value for the mass of the

Higgs boson, the limit was also calculated for the specific case mH = 125.6 GeV. This result

is shown in table 8.1.

Using the same software, a S+B maximum-likelihood fit to the data was performed

to determine the best-fit value of µ in this channel, for mH = 125.6 GeV. The result

was µ = −0.2+2.8
−2.7. This calculation is essentially the same as that which determines the

denominator in equation 8.1, except the probability distribution p(θ̃, θ) is determined from

a S+B fit of the nuisance parameters (instead of a background-only fit). Although counter-

intuitive, one can see how this negative result is possible by examining the Poisson factor

in equation 8.2, where a negative contribution from the signal may be used to adjust the

normalization of the combined S+B prediction. It should also be pointed out that, due to

the large uncertainty, this best-fit result is neither in disagreement with the null hypothesis,

nor the µ = 1 hypothesis.

8.3 Combined tt̄H Results

The above result has been combined with the results of other tt̄H searches at CMS. In

addition to the current LJ analysis, the search for tt̄H (with H → bb̄) has been performed

in the channel where each of the top quarks decays to lνb – this is the dilepton channel of

tt̄H. The LJ and DIL channels have been combined into an overall tt̄(H → bb̄) result in the

plots below. The “all hadronic” case, where there are no leptons in the final state, does not
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Figure 8.2: The observed and expected 95% confidence upper limits on the signal strength
modifier µ, for tt̄H production in the lepton+jets channel, as a function of mH . The solid
black line is the observed limit. The dashed line is the median expected limit, and the green
(yellow) regions are the 68% (95%) error bands on the expected limit.

100



 = 125.6 GeVH at mSMσ/σBest fit 
-8 -6 -4 -2 0 2 4 6 8 10

Combination

Same-Sign 2l

3l

4l

hτhτ

bb

γγ

CMS -1 = 8 TeV, L = 19.7 fbs; -1 = 7 TeV, L = 5.0 fbs

Figure 8.3: The best-fit to the signal strength modifier µ, with ±1σ error bars. Results are
shown separately for the different tt̄H channels, as well as the result for a combined fit using
all channels. The Standard Model value is shown as a black vertical line.

currently have a result.

Searches for tt̄H at CMS have also been performed for a variety of other final states.

The tt̄(H → τ τ̄) analysis searches for a τ pair decaying hadronically in association with

the semileptonic mode of tt̄, a final state similar to this analysis. Other channels involve

multileptonic states, which are designed to look for tt̄H with H →W+W− and H → ZZ.

A tt̄H search is also performed in the H → γγ channel. Figure 8.4 shows the limits obtained

from combining all current tt̄H results at CMS, and figure 8.3 shows the combined results

of the fit to the signal strength µ. It should be noted that special care has been taken to

ensure the orthogonality of these results; otherwise such a calculation would not be possible.
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Chapter 9

Conclusion

In this dissertation, a search for the Standard Model Higgs boson in the tt̄H production

mode was performed, using 19.3 fb−1 of data collected at a center-of-mass energy of 8 TeV

at CMS. The specific decay channel considered was the semileptonic decay of a pair of

top quarks, accompanied by the decay of the Higgs boson to a pair of b-quarks. Data

was selected and categorized in an effort to isolate the desired tt̄H events while rejecting

background, and a multivariate technique involving tiered BDTs was implemented to further

boost analysis sensitivity. After accounting for statistical and systematic uncertainties, this

analysis set a 95% upper confidence limit on the tt̄H cross section of 5.1 times the Standard

Model expectation, at mH = 125.6 GeV. The median expected limit was µ < 5.0, with a

68% CL range of [3.5, 7.0] and a 95% CL range of [2.7, 9.5]. This result was combined with

the results of other tt̄H searches at CMS. The combined 95% upper confidence limit on tt̄H

was µ < 4.5, with a median expected limit of µ < 1.7. The 68% CL range on the median

expected limit of the combination was [1.2, 2.5], and the 95% CL range was [0.9, 3.5].

The Higgs boson is the last piece of the Standard Model puzzle. Although the boson

discovered in 2012 has been positively identified as a Higgs boson, we have yet to conclude

decisively that it is the Standard Model Higgs boson. However, this hypothesis seems to

be further supported with each passing Higgs physics result. When the LHC resumes

pp collisions in 2015, it will be at nearly twice the center-of-mass energy and at half the

bunch-spacing as was used previously. Total integrated luminosities in the 100-200 fb−1

range can be expected by the end of Run II in 2018. We are about to enter an era where the
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tt̄H searches will begin to transition into tt̄H measurements, and where it may be possible

to ultimately confirm the SM identity of the newly discovered Higgs boson.
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Appendix A

Data/Monte-Carlo Comparison
of Input Variables

This appendix includes Data/Monte-Carlo comparison figures for all the variables used as

BDT inputs in the analysis. They are organized by jet-tag category, with the category

indicated by the caption.
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Figure A.1: Data/MC comparisons for events with one lepton and ≥6 jets + 2 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect both the rate
and shape of the background distributions.
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Figure A.2: Data/MC comparisons for events with one lepton and 4 jets + 3 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect both the rate
and shape of the background distributions.
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Figure A.3: Data/MC comparisons for events with one lepton and 5 jets + 3 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect both the rate
and shape of the background distributions.
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Figure A.4: Data/MC comparisons for events with one lepton and ≥6 jets + 3 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect both the rate
and shape of the background distributions.
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Figure A.5: Data/MC comparisons for events with one lepton and ≥6 jets + 3 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect both the rate
and shape of the background distributions.
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Figure A.6: Data/MC comparisons for events with one lepton and 4 jets + 4 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect both the rate
and shape of the background distributions.
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Figure A.7: Data/MC comparisons for events with one lepton and 5 jets +≥4 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect both the rate
and shape of the background distributions.
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Figure A.8: Data/MC comparisons for events with one lepton and 5 jets +≥4 b-tags. The
uncertainty band includes statistical and systematic uncertainties that affect both the rate
and shape of the background distributions.
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Figure A.9: Data/MC comparisons for events with one lepton and ≥6 jets + ≥4 b-tags.
The uncertainty band includes statistical and systematic uncertainties that affect both the
rate and shape of the background distributions.
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Figure A.10: Data/MC comparisons for events with one lepton and ≥6 jets + ≥4 b-tags.
The uncertainty band includes statistical and systematic uncertainties that affect both the
rate and shape of the background distributions.
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